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Abstract 
With increasing circuit complexity and reliability 
requirements, screening outlier chips is an increasingly 
important test challenge. This is especially true for IDDQ test 
due to increased spread in the distribution. In this paper, 
the concept of current ratio is extended to exploit wafer-
level spatial correlation. Two metrics – current ratio and 
neighbor current ratio  – are combined to screen outliers at 
the wafer level. We demonstrate that a single metric alone 
cannot screen all outliers, however, their combination can 
be used for effectively screening outlier chips. Analyses 
based on industrial test data are presented. 
 
Keywords:  Current ratio, neighbor current ratio, spatial 
correlation, outlier identification, IDDQ testing 

1. Introduction 
Leakage current or IDDQ test faces difficult challenges in 

the deep sub-micron (DSM) era [1]. This is primarily due to 
the increase in the magnitude and the variation in fault-free 
IDDQ, which makes distinction between faulty and fault-free 
chips difficult [2][3]. The traditional single threshold test 
method therefore becomes obsolete. Several solutions have 
been proposed in the literature to solve this problem 
[4][5][6][7][8][9][10][11][12][13]. In particular, the Current 
Ratio (CR) technique proposed by Maxwell et al. [7] was 
shown to have better screening capability than the single 
threshold method. This technique is worth pursuing because 
it is relatively easy to implement in production and it is 
claimed to be scalable to future technologies. 

In this paper, we review the underlying assumptions of 
the CR method and examine its limitations. To screen 
defective chips not caught by CR it is necessary to use 
another metric in conjunction with CR. We propose one 
such metric, called Neighbor Current Ratio (NCR), that 
exploits wafer-level spatial correlation, and examine the 
outlier screening capability of a CR/NCR combination.  

The remainder of this paper is structured as follows. In 
the next section, we describe the assumptions of the CR 
method and using empirical data show how they can lead to 
excessive test escapes. In Section 3 we describe the NCR 
concept and motivation behind using this as a secondary 
metric. Section 4 illustrates different cases that arise by 
combining these two metrics.  In this section we also 

discuss why a single metric is insufficient. Some insights 
obtained by the CR/NCR combination based on industrial 
burn-in data are described in Section 5. Finally, Section 6 
concludes the paper. 

2. Current Ratios – Assumptions and Reality 
The intra-die intrinsic variance in IDDQ is much smaller 

than the inter-die intrinsic variance in IDDQ [14]. This is 
because the intra-die variation mostly results from the 
circuit topology (which/how many paths are turned on/off) 
and the inter-die variation stems from process fluctuations 
across wafer/lot. The variation-induced change in leakage 
current is uniform for all vectors. Thus a fast chip would 
leak more on all vectors. Therefore fault-free chips show 
deterministic vector-to-vector variation in IDDQ. The IDDQ 
value of each vector will also vary from chip to chip. 
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Figure 1. Two chips having different IDDQ values exhibit 
similar CR due to the underlying process-design interaction. 

The concept of CR is based on the assumption that the 
intra-die variance in IDDQ is small in the absence of a defect. 
The CR is the ratio of the maximum IDDQ to the minimum 
IDDQ of a chip. Maxwell et al. observed that in spite of 
several orders of magnitude variation in fault-free IDDQ 
itself, the CRs of fault-free chips were similar [7]. They 
used this fact to measure current for the vector resulting in 
minimum IDDQ and to set limits on all other vectors so as 
not to exceed the CR threshold determined through 
empirical analysis. Figure 1 shows IDDQ distributions of two 
chips from a wafer. Although the two chips have different 
IDDQ values, they have similar variance and CR. 



 
Figure 2. Variation in current ratios for SEMATECH chips 
that passed all tests or failed only IDDQ test at the wafer level. 

 
Figure 3.  Determining appropriate threshold for current ratio 
is challenging due to large inter-die variance. 

Although the current ratio method holds promise for 
present and future technologies, determining the 
appropriate pass/fail threshold for current ratios is not 
straightforward. Figure 2 shows the variation in the 
minimum and maximum IDDQ for SEMATECH1 chips [15] 
that passed all tests or failed only IDDQ test (5 µA threshold) 
at the wafer level. Figure 3 illustrates similar spread in the 
minimum and maximum IDDQ values for a total of 949753 
chips from 1342 different wafers across different lots from 
recent industrial test data. In both graphs, the ratio of 
ordinate to abscissa (slope) gives the CR. It can be clearly 
seen that deciding a “fault-free” CR threshold is not easy. 
Too small a threshold would result in excessive yield loss. 
Notice that many chips cannot be conclusively termed 
outliers. Hence determining an appropriate CR threshold is 
difficult. Some of the chips having nominal CR are “spatial 
outliers” – chips exhibiting much higher current than their 

immediate neighbors on the wafer. Such chips are likely to 
fail (reliability risk) even if they pass all Boolean tests [11]. 

______________________________________ 
1 This data comes from the Test thrust at SEMATECH, Project S-
121 on Test Methods Evaluation. The conclusions drawn are our 
own and do not necessarily represent the views of SEMATECH or 
its member companies. 

Given several orders of magnitude variation in fault-free 
IDDQ itself, understanding the bounds of “fault-free” 
variation is vital for setting an appropriate pass/fail limit. 
Knowing the maximum permissible spatial variation in 
fault-free IDDQ at the wafer level can be helpful for this 
purpose. 

3. NCR Concept 
Process parameters vary smoothly across a wafer. 

Therefore neighboring chips on a wafer have similar fault-
free parameters. Wafer-level spatial correlation has been 
shown to be useful in screening defective chips 
[10][11][16]. Figure 4 shows a wafer surface plot of IDDQ 
for a single vector. Note that except for a few outliers fault-
free leakage currents of neighboring chips on a wafer are 
similar. Based on this observation we proposed an 
alternative metric called Neighbor Current Ratio (NCR) 
[17]. 

 
Figure 4. Surface plot of leakage current for a wafer. 

The NCR is defined as the ratio of leakage current of a 
chip to the leakage current of a neighboring chip (eight 
adjacent chips on the wafer are considered neighbors) for 
the same vector. NCR can be computed for each vector pair 
for the center die and all its neighbors. Since neighboring 
chips have similar fault-free leakage currents for the same 
vector, the nominal value of NCR is 1. Of course, owing to 
process variations NCR values for a fault-free chip will 
vary, generally having a Normal distribution with mean 
value of 1 (assuming fault-free neighbors). We take the 
maximum of all NCR values since it is most sensitive to 
defects, as we are interested in using maximum 
nonconformance to the local neighborhood for screening 
outliers. The nominal value of the maximum NCR is more 
than 1 since at least one vector on a neighbor will have a 
lower IDDQ value. Table 1 lists different defect possibilities 
as implicated by NCR values. A passive defect such as a 
VDD-GND short has elevated IDDQ for all vectors. Active 
defects produce elevated IDDQ for some but not all vectors. 



When both the chips have passive defects, NCR depends on 
the relative magnitudes of defect currents for two chips. 
Table 1. Various possibilities for NCR (die A IDDQ/die B IDDQ). 

Die A Die B NCR 
Fault-free Fault-free ~1 
Fault-free Passive Defect <1 
Fault-free Active Defect <1 

Passive Defect Fault-free >1 
Active Defect Fault-free >1 
Active Defect Passive Defect 
Passive Defect Active Defect 
Passive Defect Passive Defect 
Active Defect Active Defect 

Depends 
on nature 
of defect 

4. Outlier Detection by Combined Metric 
The scatter plot of CR and NCR values for 

SEMATECH chips that passed all tests or failed only IDDQ 
test at wafer probe is shown in Figure 5. Chips having IDDQ 
of more than 100 µA are rejected as gross outliers [18] and 
are not shown. Both CR and NCR values show long tails 
due to outliers. Considering more than an order of 
magnitude intra-die variation unlikely for a fault-free chip 
(since the SEMATECH test chip was IDDQ testable), chips 
can be divided in four regions as shown in Figure 5. The 
thresholds can be determined by observing the distributions 
of CR and NCR. Note that several chips that appear to be 
inliers with CR alone are outliers when NCR values are 
considered. CR essentially considers intra-die leakage but 
comparison with other chips is implicit through the 
characterization process. It does not consider wafer-level 
variations at the test application time. Since several orders 
of magnitude variation is observed across wafers [14] it is 
necessary to understand whether the increased intra-die 
leakage (high CR) is due to intra-die process variation and 
whether it is within the “tolerable” bound for a given wafer 
region. NCR achieves this by estimating inter-die variation 
using immediate neighboring chips to reveal 
nonconformance to the local neighborhood. If every vector 
activates a defect to some degree, intra-die variance in IDDQ 
can remain relatively low. In this case, the chip can have 
nominal CR but is likely to have high NCR. 

Another CR/NCR scatter plot using industrial test data 
is shown in Figure 6. The distribution of CR and NCR 
values is shown in Figures 7 and 8, respectively. CR 
depends on minimum and maximum IDDQ current of a chip. 
The minimum IDDQ stems from intrinsic leakage and is 
expected to have lognormal distribution [11]. The 
maximum IDDQ is dependent on the nature of a defect and 
therefore does not fit any standard distribution. As a result, 
the CR distribution cannot be described by any standard 
distribution. In general, both CR and NCR distributions for 
chips from different wafers/lots have a long tail due to 
outliers. The thresholds are normally set so as to limit the 
number of chips accepted from the tail of the distribution 
and are always a trade off between quality and overkill. 

Due to the rapid changes in CR frequency near 1 and the 
long tail, the normality assumption of Chauvenet’s criterion 
[19], the Tukey method [20] or similar outlier rejection 
methods can result in tremendous overkill. For Figure 6 the 
conventional µ+3σ thresholds would be 1.83 for CR and 
6.43 for NCR. The skew and long tail of the distributions 
make it difficult to find normalizing transforms. A 
threshold of 1.8 for CR would reject 8643 (<1%) chips. A 
threshold of 6.5 for NCR would reject 1777 (0.1%) chips. 
We chose a slightly looser threshold for NCR than CR 
based on the assumption that CR will catch most defective 
chips, and the NCR threshold primarily targets more subtle 
defects. For a total of 736 chips, both CR and NCR values 
are above the respective thresholds. 

 
Figure 5. CR/NCR scatter plot for SEMATECH chips that 
passed all tests or failed only IDDQ test (IDDQ < 100 uA). The 
number of chips in each region are shown. 

 
Figure 6. CR/NCR scatter plot for recent industrial data 
showing number of chips in each region. 

It is relatively easy to reject chips with a strong active 
defect, as their CRs are high. Such chips also have high 
NCRs since high NCR requires only a single neighbor with 
one fault-free IDDQ reading. Notice that in Figures 5 and 6 
NCR is mostly in agreement with CR for chips having 
elevated leakage due to active defect in the upper right 
region. 



The presence of a passive defect lowers the current ratio 
or does not change it appreciably depending on the relative 
magnitudes of background leakage and defect currents. As 
the relative magnitude of passive defect current compared 
to intrinsic IDDQ increases, CR approaches 1. Use of a high 
threshold alone for CR would pass such devices. To reject 
such chips it is necessary to set a lower threshold for CR. 
This is extremely difficult due to the steepness of the low 
end of the CR distribution, as shown in Figure 9. 

 
Figure 7. Distribution of CR of chips shown in Figure 6. 

 
Figure 8. Distribution of NCR of chips shown in Figure 6. 

Chips with a passive defect are likely to have high NCR 
since the probability that all neighboring chips have similar 
defective current for all vectors is extremely small. The 
distribution of NCR for chips having CR less than 1.02 
(6909 total) is shown in Figure 10. Some of these chips 
must be passive defects and (assuming at least one fault-
free neighboring vector) appear in the tail of the NCR 
distribution. A total of 447 chips show NCR above 6.5. 
Rejecting chips with passive defects is relatively easier with 
NCR. Chips with low NCR and low CR are likely fast 
chips. Of course, threshold setting is still a challenge. It is 
also possible to set a lower NCR limit for low CR devices, 
on the assumption that they are already suspicious. As 
shown in Figure 10, devices with NCR above 2 or 3 appear 
to be outliers. 

Since NCR is a relative metric, the reliability of its 
prediction depends on the degree of correlation between the 
chip and its neighbors. When a defective chip is surrounded 
by fault-free chips NCR provides a reliable (conclusive) 
answer for accepting or rejecting an otherwise suspicious 
chip. Unfortunately, any relative metric can be misled by 
the presence of outliers in the data. Many defects on a wafer 
are known to form clusters [21]. Thus if the neighboring 
chips are defective, NCR can mislead the outlier rejection, 
thereby increasing test escapes. But since maximum value 
of NCR is used, this can only happen if all neighbors are 
similarly defective. Studies of systematic wafer-level 
variation can be helpful [16][22] to identify neighboring 
chips that are better estimators. Note that these chips need 
not be adjacent and could be at longer distances. Further, 
note that NCR alone is not capable of screening all outliers 
(see Figures 5 and 6), although there is a high probability 
that a CR outlier is also an NCR outlier. Therefore, CR and 
NCR should be used together. Correlating additional 
parameters can improve confidence or resolve disagreement 
between two metrics [18][23]. 

 
Figure 9. Distribution of CR in 1-1.02 range. 

 
Figure 10. Distribution of NCR for chips having CR < 1.02. 

5. Empirical Analysis of Industrial Data 
Combining both CR and NCR provide some insights 

regarding both intra-die and inter-die variance in IDDQ.  A 



chip with a passive defect would exhibit smaller CR than a 
fault-free chip or a chip with an active defect. Whether to 
screen passive defective chips or not depends on the 
reliability requirements. On the other hand an active defect 
would increase the CR. The actual increase in CR, of 
course, depends on the relative magnitudes of the intrinsic 
leakage and the defect current. The real challenge is 
differentiating variation in CR due to process variation from 
that due to a defect. This can be achieved by combining 
NCR with CR. 

Figure 11. Categorization of chips based on CR and NCR. 
Using both CR and NCR, chips can be divided into 

different categories as shown in Figure 11. Chips having 
very small CR values (close to 1) are shown as ‘passive 
defects’. Chips having CR and NCR smaller than their 
maximum permissible threshold are denoted as ‘Good 
chips’ in region D. Of course, some of these chips will 
contain faults that do not cause elevated IDDQ. 

Certain subtle active defects will cause higher NCR 
even though their CR may not increase. Such chips fall in 
region A. In case of a strong active defect, both CR and 
NCR values are high. Such chips fall in region B. As 
mentioned earlier, NCR may not be very effective for 
screening chips that are surrounded by many defective 
chips. However, it is unlikely that all the neighboring chips 
have similar defective currents for all input vectors. 
Outliers in a bad neighborhood and in a fast wafer region 
would appear in region C. Previous studies have shown 
such chips to be a reliability risk [24]. 
Findings from SEMATECH data 

We used SEMATECH data to confirm our hypothesis 
underlying the categorization shown in Figure 11. We 
considered SEMATECH test chips [25] that passed all tests 
or failed only IDDQ test at the wafer level (12128 chips). The 
chips having leakage current of more than 100 µA were 
considered gross outliers and discarded [18]. NCR values 
were computed by considering all 195 vectors for each 
available neighbor that passed all wafer tests or failed only 
IDDQ test and the maximum of NCR values was used. The 
distributions of CR and NCR values are shown in Figure 
12.  The gross CR and NCR outliers were discarded before 
plotting these distributions. As the distributions fall off very 
quickly after 1σ, the CR and NCR thresholds were selected 

(µ+σ) as 4.81 and 5.67, respectively. These thresholds are 
not shown in Figure 5. A lower CR threshold of 1.1 was 
selected so that none of the all-pass chips from the burn-in 
sample are in the ‘passive defect’ region in Figure 11. The 
distribution of chips in five categories (passive, A, B, C, D) 
is shown in Table 2. 

Table 2. Distribution of SEMATECH chips. 

Wafer Probe Result Category 
(1941BI + 

10187 no BI) 
All Pass 
(11220) 

IDDQ Fail 
(908) 

Post BI 
Result 

- - All Pass 
- 31 IDDQ Fail 
- 2 Boolean Fail 

Passive 
Defects 
(33+7) 

1 6 No BI 
55 86 All Pass 
3 184 IDDQ Fail 
2 7 Boolean Fail 

Region A 
(337+465) 

447 18 No BI 
48 119 All Pass 
5 369 IDDQ Fail 
- 10 Boolean Fail 

Region B 
(551+416) 

380 36 No BI 
14 1 All Pass 
- 3 IDDQ Fail 
- 1 Boolean Fail 

Region C 
(19+125) 

125 - No BI 
935 19 All Pass 
19 11 IDDQ Fail 
17 - Boolean Fail 

Region D 
(1001+9174) 

9169 5 No BI 

CR

NCR
Passive defects

Region A
Subtle active defect

Region B
Active/gross defect

Region C
Outliers in 

bad neighborhood

Region D
Good chips

Upper threshold

NCR 
threshold

Lower threshold
CR

NCR
Passive defects

Region A
Subtle active defect

Region B
Active/gross defect

Region C
Outliers in 

bad neighborhood

Region D
Good chips

Upper threshold

NCR 
threshold

Lower threshold

Figure 13 shows the current signature [5] for a sample 
chip from the SEMATECH data from each of five regions 
shown in Figure 11. Notice that chips in regions A, B and C 
all show the presence of an active defect with a varying 
degree of severity. The chip from region D shows a smooth 
fault-free signature. A die with a passive defect also shows 
similar smooth signature. 

The SEMATECH burn-in test data can give us some 
insight about the reliability of the chips in the different 
regions. Chips in regions A, B, C and the passive defects 
are assumed to be fatally flawed and rejected. Chips in 
region D are assumed to be good. The defect level (DL) of 
the shipped lot (region D) and the yield loss (YL) incurred 
for rejecting the other regions are computed by using the 
following equations: 

100*
categorytheinchipsofnumberTotal

failsBooleanBIpostofNumberDL −=  

100*
categorytheinchipsofnumberTotal

levelsbothattestsallpassthatchipsofNumberYL =
 

Chips that pass all tests at both levels 
Since the SEMATECH definition of “all pass” implied 

IDDQ less than 5 µA, a majority of all pass chips have small 



CR and NCR values as shown in Figure 14. However, it is 
interesting to note that some chips exhibit high CR and/or 
NCR. Even though these chips did pass all tests, they are a 
potential reliability risk. This underscores the fact that 
thresholds are getting fuzzier and “different behavior” is 
reason enough to reject chips [26]. 

 
Figure 12. Distributions of CR and NCR values less than 20. 

 
Figure 13. Current signatures for die from regions shown in 
Figure 11. 

Chips that failed only IDDQ test at wafer and post-BI test 
are considered either faulty or fault-free. Healer chips are 
considered defective. The results were then scaled up to the 
entire population based on the distribution of chips used in 
the BI sample. There are too few passive defects or region 
C chips to perform an analysis and so are not considered 
further. The results of the analysis are shown in Table 3. 

The results support our hypothesis that chips from region B 
are more likely to be defective than chips from other 
regions, but chips from region A also have a high defect 
level. 

1 1 0
1

1 0

N
C

R

C R

Figure 14. CR/NCR scatter plot for chips that passed all tests 
before and after burn-in. 
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Figure 15. CR/NCR scatter plot for chips that failed only IDDQ 
test before and after burn-in. 

Table 3. Defect level and yield loss for various categories. 

Defect Level (%) 
Category IDDQ fail = 

Fault-free 
IDDQ fail = 

Faulty 

Yield 
Loss (%) 

Region A 3 58 15.9 
Region B 1.8 69 8.38 
Region D 1.69 4.69 NA 
It is interesting to see the trends in CR and NCR values 

of the following sub-categories: chips that pass all tests at 
both levels, chips that fail only IDDQ test at both levels and 
chips that fail Boolean test after BI (independent of their 
wafer probe result). Figures 14 through 16 show CR/NCR 
scatter plots of these chips. 
Chips that fail only IDDQ test 

The IDDQ threshold of 5 µA was decided by empirical 
analysis and does not represent a good manufacturing limit 
[15]. Understanding the behavior of chips that fail only IDDQ 



test has been a topic of interest [27] due to yield loss [28] as 
well as reliability issues [29], the latter becoming more 
important with technology scaling. SEMATECH chips 
show strange behavior in this regard. Chips spread over 
several orders of magnitude of NCR fail only IDDQ test (see 
Figure 15). Most of these chips are in regions A and B and 
are likely to have active defects as depicted by current 
signatures in Figure 13. Some of these chips may exhibit 
healing behavior later after extended burn-in [30], but for 
all practical purposes, these chips are a reliability risk and 
must be rejected up front in the test flow. Since such 
rejection at the wafer level in burn-in avoidance mode can 
result in excessive yield loss, the thresholds for CR/NCR 
must be appropriately selected. 
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Figure 16. CR/NCR scatter plot for chips that failed Boolean 
test after burn-in. 

Chips that fail Boolean test after burn-in 
Figure 16 shows the CR/NCR scatter plot for chips that 

fail a Boolean test after burn-in. Such chips from region A 
generally have high NCR. This can occur if a chip has 
multiple active defects or a combination of active and 
passive defects resulting in a shift in IDDQ values, while 
limiting CR. 

Chips that fail Boolean tests from region D exhibit 
random variation in NCR. A similar random nature is also 
observed for chips from region B. Unfortunately the 
SEMATECH burn-in sample was biased and the data set is 
too limited to draw meaningful conclusions in this regard. 
Some of the defects that lead to these Boolean fails are not 
IDDQ-testable and, therefore, CR/NCR values are close to 
their mean values. 

6. Conclusions and Future Work 
With increasing background leakage it is necessary to 

adopt statistical means and correlation with other process 
parameters to sustain IDDQ test in future technologies.  
Deciding an appropriate CR threshold is difficult due to the 
several orders of magnitude variation in fault-free IDDQ. 
Therefore, it is necessary to use secondary information to 
identify outliers. This paper proposes a combination of two 
IDDQ test metrics for screening outlier chips by exploiting 

wafer-level spatial correlation. No single metric alone is 
sufficient to screen all outliers. The addition of a second 
degree of freedom also comes at the risk of additional yield 
loss. The thresholds for two metrics must be carefully 
selected to optimize yield loss/defect level. Use of 
additional test parameters (e.g. chip speed) might be useful 
to sort out the disagreement between two metrics. Whether 
the accompanying reduction in the defect level is 
appropriate is left to a semiconductor manufacturer’s 
discretion. 

Maintaining stringent process control will prove to be 
challenging for DSM technologies. Understanding 
underlying process variables and their impact on test 
parameters will be crucial for yield requirements. As IDDQ 
test loses its effectiveness, it will be necessary to correlate 
multiple test metrics in the future. A combination of 
multiple outlier screening methods may be needed [31]. 
Scalability of the metrics used for outlier rejection will be 
crucially important. The basic physical mechanisms that 
govern CR and NCR will not change in the future. 
Therefore, the CR/NCR combined metric should be 
scaleable to future technologies. NCR is not a variance 
reduction technique like other methods [10]. However, a 
combination of CR/NCR with other test parameters can be 
useful for screening low-reliability chips. It will be 
interesting to see whether the variation in CR/NCR 
thresholds helps screen chips with different severities of 
defect currents. We did not investigate the relationship 
between the vector pairs yielding CR and NCR. It will be 
interesting to examine if such correlation exists and whether 
that can be useful for production implementation of NCR-
based outlier rejection. Analysis of wafer patterns can be 
useful to reduce number of vector pairs that may be 
required [16][32]. 
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