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Abstract—Recent years have witnessed the prevalence of networked data in various domains. Among them, a large number of networks are not only topologically structured but also have a rich set of features on nodes. These node features are usually of high dimensionality with noisy, irrelevant and redundant information, which may impede the performance of other learning tasks. Feature selection is useful to alleviate these critical issues. Nonetheless, a vast majority of existing feature selection algorithms are predominantly designed in a static setting. In reality, real-world networks are naturally dynamic, characterized by both topology and content changes. It is desirable to capture these changes to find relevant features tightly hinged with network structure continuously, which is of fundamental importance for many applications such as disaster relief and viral marketing. In this paper, we study a novel problem of time-evolving feature selection for dynamic networks in an unsupervised scenario. Specifically, we propose a TeFS framework by leveraging the temporal evolution property of dynamic networks to update the feature selection results incrementally. Experimental results show the superiority of TeFS over the state-of-the-art batch-mode unsupervised feature selection algorithms.

I. INTRODUCTION

The proliferation of various information systems such as social media services, transportation systems and mobile cellular platforms enables the accessibility of sheer amounts of networked data. In such networks, nodes stand for entities while edges represent interactions between entities. To date, some dedicated learning algorithms have been put forward to derive actionable patterns or knowledge from these networked data. More often than not, in addition to the connectivity information, nodes in the networks are affiliated with a rich set of features. For instance, in academic networks, we are given a list of scholars as well as their specialties and research interests; in bioinformatics, we are provided with profiles of genes to uncover their behaviors. Recent studies have shown that network structures and node features are strongly correlated, and the exploration of the dependency could advance various applications [13], [17], [21]. The root cause of the correlations can be explained by some social science theories including social influence and homophily [6], [12].

Nonetheless, the illusion that all features are dovetailed with network topological structure is not always true. As in the case of academic collaboration networks, features like gender are rather more independent of network structure than discerning features like research interests. On top of that, deviating or noisy features that are not inconsistent with network topology may jeopardize the discovery of explainable patterns. These observations necessitate the usage of feature selection algorithms [7] to find a set of relevant features tightly hinged with network structure. Recently, a few advanced feature selection algorithms are outlined to gain insights from networked data [3], [9], [14], [19]. However, these methods predominantly focus on a static setting, while fail to characterize the evolution facts of networks and features. As per the dynamic network theory [20] in psychology and social sciences, network and features often co-evolve over time, and a small disturbance of network structure may result in a ripple effect on the drifts of feature patterns, and vice versa. With these unique characteristics, existing approaches probing dynamic networks are either correcting and adjusting the staleness of network mining algorithms or understanding the underlying evolution mechanisms [1], [23].

Despite the fundamental importance of analyzing dynamic attributed networks, the development of sophisticated learning models to find relevant features in a time manner is still in its infancy. Given the dynamic nature of networked data, it is necessary and of vital importance to perform feature selection to adapt to both network and content changes. In particular, we focus on time-evolving feature selection in an unsupervised scenario as label information is time and labor intensive to obtain. In this regard, the main challenges of performing time-evolving feature selection on dynamic networks lie in the following two aspects: (1) Even though network and features are often presented in different modalities, they are not mutually independent and could influence each other, feature selection algorithms should be able to seize the interconnections; (2) Both network topological structure and node features may evolve over time, feature selection needs to accommodate to the changes to correct the selected feature set timely. To tackle the above challenges, we propose a novel unsupervised time-evolving feature selection framework TeFS for dynamic networks. The main contributions are as follows: first, we formally define the problem of time-evolving feature selection for dynamic networks; second, we propose an unsupervised time-evolving feature selection framework TeFS for dynamic networks by leveraging the smooth evolving properties; third, we evaluate the efficacy and efficiency of the proposed TeFS framework on real-world datasets.
change significantly within a short period of time. In particular, given two consecutive time steps \( t_1 \) and \( t_2 \), it attempts to incrementally adjust the data mining results at time step \( t_2 \) by taking advantage of network structure perturbation and the results from the previous time step \( t_1 \). As there exhibits a strong dependency between network topology and node features, the evolution of networks influences and is dependent on the corresponding node feature changes. Therefore, to maintain the freshness of the end feature selection results, we build our model on the basis of NetFS [9], which is the state-of-the-art feature selection algorithm for networked data in a static setting. In particular, we present a dynamic model TeFS to employ the temporal smoothness property in updating the feature selection results incrementally.

### A. Preliminary - NetFS

NetFS [9] is one of the state-of-the-art unsupervised feature selection algorithms for networked data. Before that, a vast majority of methods [8], [15] separate network structure characterization and feature modeling. For example in [15], latent factors are first extracted from the network structure; then these latent factors act as labels to help assess feature relevance. Therefore, the results of feature selection heavily depend on the quality of extracted latent factors, and noisy links may hinder the selection of discriminative features. To address this issue, NetFS embeds latent representation learning into feature selection:

\[
\min_{U^t \geq 0, W^t} \|X^t W^t - U^t\|^2_2 + \alpha\|W^t\|_{2,1} + \frac{\beta}{2}\|A^t - U^t U^t\|^2_2, \tag{1}
\]

where \(U^t \in \mathbb{R}^{n \times k}\) is the network latent representation, \(\beta\) is used to balance the contribution of feature selection and latent representation learning, \(\alpha\|W^t\|_{2,1}\) is a sparse regularization term that controls the joint feature sparsity across all \(k\) latent factors. More details of NetFS can be referred to [9].

### B. Dynamic Model - TeFS

We now discuss how to perform feature selection in a time manner when network structure and the corresponding feature values evolve over time on the basis of NetFS. Regarding the \textit{temporal smoothness} assumption, at a new time step \( t+1 \), both network structure and feature information evolve smoothly. Therefore, \(X^{t+1}\) and \(A^{t+1}\) can be represented as:

\[
X^{t+1} = X^t + \Delta X, \quad \text{and} \quad A^{t+1} = A^t + \Delta A, \tag{2}
\]

where \(\Delta X\) and \(\Delta A\) indicate the small changes of feature information and network structure between time steps \(t\) and \(t+1\), respectively. Then feature selection problem at the new time step \(t+1\) can be formulated by solving the following optimization problem:

\[
\min_{U^{t+1} \geq 0, W^{t+1}} \|X^t + \Delta X W^{t+1} - U^{t+1}\|^2_2 + \alpha\|W^{t+1}\|_{2,1} + \frac{\beta}{2}\|(A^t + \Delta A) - U^{t+1} U^{t+1}\|^2_2. \tag{3}
\]

Let \(W^{t+1}\) and \(U^{t+1}\) be represented as:

\[
W^{t+1} = W^t + \Delta W, \quad \text{and} \quad U^{t+1} = U^t + \Delta U. \tag{4}
\]
then Eq. (3) can be reformulated as:

$$\min_{U^t + \Delta U \geq 0, W^t + \Delta W} \mathcal{J}(W^t + \Delta W, U^t + \Delta U)$$

$$= ||((X^t + \Delta X)(W^t + \Delta W) - (U^t + \Delta U))||_F^2$$

$$+ \frac{\beta}{2} ||(A^t + \Delta A) - (U^t + \Delta U)(U^t + \Delta U')||_F^2$$

$$+ ||W^t + \Delta W||_2.$$ (5)

According to the triangle inequality of matrix norms, we have the following from Eq. (5):

$$||X^tW^t + \Delta X(W^t + \Delta W) + X^t\Delta W - U^t - \Delta U||_F^2$$

$$\leq ||\Delta XW^t + X^t\Delta W + \Delta X\Delta W - \Delta U||_F^2$$

$$+ ||A^t + \Delta A - U^t(U^t + \Delta U') - \Delta U(U^t + \Delta U')||_F^2$$

$$\leq ||\Delta A - U\Delta U'- U^t\Delta U' - \Delta U\Delta U'||_F^2 + ||A^t - U^tU'||_F^2,$$ (6)

and

$$||W^t + \Delta W||_{2,1} \leq ||W^t||_{2,1} + ||\Delta W||_{2,1}. \quad (7)$$

Integrating Eq. (6), Eq. (7) and Eq. (8), we find that the solutions of $W^t$ and $U^t$ in the following part

$$\min_{W^t, U^t \geq 0} ||X^tW^t - U^t||_F^2 + \frac{\beta}{2} ||A^t - U^tU'||_F^2 + \alpha ||W^t||_{2,1} \quad (9)$$

can be obtained from time step $t$. Hence, we can only optimize the following part to approximate the solution of Eq. (5):

$$\min_{U^t + \Delta U \geq 0, W^t + \Delta W} ||\Delta XW^t + X^t\Delta W + \Delta X\Delta W - \Delta U||_F^2$$

$$+ \frac{\beta}{2} ||\Delta A - U\Delta U' - U^t\Delta U' - \Delta U\Delta U'||_F^2 + \alpha ||\Delta W||_{2,1} \quad (10)$$

C. Alternating Optimization Algorithm of TeFS

As can be observed, the objective function in Eq. (10) is not a convex function w.r.t. $\Delta W$ and $\Delta U$ simultaneously. Thus we adopt an alternating optimization algorithm to tackle it.

1) Given $\Delta U$, Update $\Delta W$: First, when $\Delta U$ is fixed, we remove the terms that are irrelevant to $\Delta U$ in Eq. (10). Then, $\Delta W$ can be obtained by minimizing the following:

$$\min_{\Delta W} ||\Delta XW^t + X^t\Delta W + \Delta X\Delta W - \Delta U||_F^2$$

$$+ \frac{\beta}{2} ||\Delta A - U\Delta U' - U^t\Delta U' - \Delta U\Delta U'||_F^2 + \alpha ||\Delta W||_{2,1} \quad (11)$$

Then we have the following theorem to update $\Delta W$:

**Theorem 1.** When $\Delta U$ is fixed, $\Delta W$ can be updated by:

$$\Delta W = (X^{t+1}X^{t+1} + \alpha \Delta D)^{-1}X^{t+1}(\Delta U - \Delta XW), \quad (12)$$

where $\Delta D \in \mathbb{R}^{d \times d}$ is a diagonal matrix with the $i$-th diagonal element as $\Delta D(i, i) = \frac{1}{||\Delta W(i, :)||_2}$.

**Proof:** By computing the derivative of the objective function in Eq. (11) w.r.t. $\Delta W$ and set it to be zero, we obtain:

$$(X^t + \Delta X^t)(\Delta XW^t + X^t\Delta W + \Delta X\Delta W - \Delta U) + \alpha \Delta D \Delta W = 0.$$ (13)

Since $X^{t+1}X^{t+1}$ is positive semidefinite and $\Delta D$ is a positive diagonal matrix, $X^{t+1}X^{t+1} + \alpha \Delta D$ is also positive semidefinite. Hence, $\Delta W$ has a closed-form solution:

$$\Delta W = (X^{t+1}X^{t+1} + \alpha \Delta D)^{-1}X^{t+1}(\Delta U - \Delta XW), \quad (14)$$

which completes the proof. 

2) Given $\Delta W$, Update $\Delta U$: Then we substitute the closed form solution of $\Delta W$ into Eq. (10) and obtain:

$$\min_{\Delta U \geq 0} Tr(\Delta U^t\Delta U) + Tr(\Delta W^t\Delta X\Delta X^tW)$$

$$- 2Tr(\Delta W^t\Delta X^t\Delta U) - Tr(\Delta W^tH\Delta W)$$

$$+ \frac{\beta}{2} ||\Delta A - U\Delta U' - U^t\Delta U' - \Delta U\Delta U'||_F^2$$

$$= Tr((\Delta U - \Delta XW^t)(\Delta U - \Delta XW^t))$$

$$- Tr((\Delta U - \Delta XW^t)X^{t+1}H^{-1}X^{t+1}(\Delta U - \Delta XW^t))$$

$$+ \frac{\beta}{2} ||\Delta A - U\Delta U' - U^t\Delta U' - \Delta U\Delta U'||_F^2,$$ (15)

where $H = X^{t+1}X^{t+1} + \alpha \Delta D$. The above problem is a box constrained optimization problem, and we propose to employ projected gradient descent method [11] to solve it.

With these, the detailed time-evolving feature selection framework TeFS that adaptively perform feature selection at each time step is illustrated in Algorithm 1. We first obtain $W^t$ and $U^t$ at the first time step $t$ by NetFS. Then at following time steps, given the variation of feature information $\Delta X$ and the variation of adjacency matrix $\Delta A$ between consecutive time steps, we fix $\Delta W$ to update $\Delta U$ and fix $\Delta U$ to update $\Delta W$ iteratively until the objective function value in Eq. (10) converges. At each time step, we sort the features in a descending order according to the new transformation matrix $W^t + \Delta W$ and return top-$m$ ranked features. Typically, the larger the value $||W^t + \Delta W||_{2,1}$ is, the more important the $i$-th feature is.

**Algorithm 1** TeFS Framework

**Input:** feature information $\{X^t, X^{t+1}, ..., X^{t+i}\}$ and adjacency matrix $\{A^t, A^{t+1}, ..., A^{t+i}\}$ between the time period $\{t, t + 1, ..., t + i\}$, parameters $\alpha, \beta$.

**Output:** $m$ most relevant features at each time step.

1. Obtain $W^t$ and $U^t$ at time step $t$ by NetFS;
2. Sort features according to $W^t(i, :)$ in a descending order and select the top-$m$ ranked ones;
3. for $j = 1, 2, ..., i$ do
   4. Obtain the perturbations $\Delta X$ and $\Delta A$;
   5. Set $k = 0$ and initialize $\Delta D_k$;
   6. while objective function in Eq. (10) not converge do
      7. Obtain $\Delta U_{k+1}$ by projected gradient descent;
      8. Obtain $\Delta W_{k+1}$ by Eq. (14);
      9. $k = k + 1$;
   10. end while
   11. $W^{t+j} = W^{t+j-1} + \Delta W$;
   12. $U^{t+j} = U^{t+j-1} + \Delta U$;
   13. Sort features according to $W^{t+j}(i, :)$ in a descending order and select the top-$m$ ranked ones
14. end for
15. return $m$ most relevant features at each time step.
D. TeFS Time Complexity Analysis

In this subsection, we analyze the time complexity of the proposed TeFS framework. In each iteration, we first fix $\Delta U$ to update $\Delta W$ by Eq. (14). Instead of computing the inverse of matrix $X^{t+1}X^{t+1} + \alpha \Delta D$ directly which needs $O(d^3)$ operations, we obtain $(X^{t+1}X^{t+1} + \alpha \Delta D)^{-1}$ by solving a linear equation system which only requires $O(nd^2)$. The term of $\Delta XW$ can be pre-computed before iteration to improve the computational efficiency. Assume that the total number of nonzero elements in $\Delta U - \Delta XW$ and $U^t$ are $\tilde{a}$ and $a$, respectively. Then the number of operations to obtain $\Delta W$ is $O(nd^2 + \tilde{a}d)$. Otherwise, the cost is $O(nd^2 + ad)$ if we rerun NetFS. Next, we fix $\Delta W$ to update $\Delta U$, the major computational cost involves in the computation of the gradient for the projected gradient method. Suppose the total number of nonzero elements in $\Delta A$ and $\Delta^t$ are $\tilde{b}$ and $b$, respectively. The computation cost of gradient of $\mathcal{J}(\Delta W, \Delta U)$ w.r.t. $\Delta U$ is $O(nc^2 + bc + n^2d + n\tilde{a})$. On the other hand, if we do not choose the incremental method, the cost of obtaining gradient is $O(nc^2 + bc + n^2d + na)$. In practice, since $\tilde{a} < a$ and $\tilde{b} \ll b$, TeFS is more efficient than its static counterpart.

IV. EXPERIMENTS

We perform an empirical study to assess the performance of the proposed TeFS framework. In particular, we attempt to answer the following two questions: (1) How is the quality of selected features by TeFS? (2) How is the efficiency of the proposed TeFS compared with its batch-mode version that reruns each time step?

A. Datasets

We collect three real-world networks BlogCatalog, Flickr, and Epinions for the evaluation purpose. The BlogCatalog and Flickr datasets are already used in [18]. To simulate their evolving process, we randomly disturb 0.1% edges and feature values on 20 time steps. Epinions\(^1\) is a product review site in which users can share their reviews about products. Users themselves can also build trust networks to seek advice from others. Features come from the bag-of-words model of user reviews, while the major categories of reviews by users are taken as the ground truth of class labels. In Epinions, since the time information when users build trust relationships is available, we crawled and collected the site into 17 different time steps to form a dynamic dataset. Detailed statistics of these three datasets are shown in Table I.

\(^1\)http://epinions.com/

<table>
<thead>
<tr>
<th># of Users</th>
<th>BlogCatalog</th>
<th>Flickr</th>
<th>Epinions</th>
</tr>
</thead>
<tbody>
<tr>
<td>5,196</td>
<td>7,375</td>
<td>5,665</td>
<td></td>
</tr>
<tr>
<td># of Features</td>
<td>8,189</td>
<td>12,047</td>
<td>10,382</td>
</tr>
<tr>
<td># of Classes</td>
<td>6</td>
<td>9</td>
<td>24</td>
</tr>
<tr>
<td># of Time Steps</td>
<td>20</td>
<td>20</td>
<td>17</td>
</tr>
</tbody>
</table>

TABLE I: Detailed information of the datasets.

B. Baseline Methods and Experimental Settings

It should be mentioned that to the best of our knowledge, the proposed TeFS framework is the first attempt to perform time-evolving feature selection on dynamic networks. We compare it with several state-of-the-art unsupervised feature selection algorithms that work in a static setting: (1) LapScore [5] - it evaluates feature importance via its ability to preserve locality property; (2) SPEC [22] - it ranks features by spectral analysis; (3) NDFS [10] - it selects features by a joint nonnegative spectral analysis and a $\ell_2,1$-norm regularization; (4) LDFS [15] - it performs feature selection for networked data by integrating the idea of social dimension and linear discriminative analysis; (5) NetFS [9] - it is a variant of TeFS that reruns each time step without incremental update.

First, to evaluate the quality of selected features, we follow a standard evaluation practice by the clustering performance w.r.t. selected features. Two clustering evaluation metrics, i.e., normalized mutual information (NMI) and clustering accuracy (ACC) are used. In particular, each feature selection algorithm is first applied to select features; then we apply a standard clustering method - K-means to perform clustering based on the selected features. Since K-means may converge to local minima, we repeat the process 20 times and report the average clustering performance. Second, to assess the efficiency of the proposed time-evolving feature selection framework, we record its cumulative running time over all time steps and compare it with its static counterpart NetFS.

In unsupervised scenarios, it is not easy to determine the optimal parameter settings of baseline methods. Therefore, we set their parameters according to the suggestions from the original paper. We find that the in TeFS, clustering performance is not sensitive to parameters $\alpha$ and $\beta$, and it is safe to tune them in a wide range. Empirically, we set $\alpha$ as 10 and $\beta$ as 0.1.

C. Effectiveness of TeFS

We first investigate the effectiveness of the proposed time-evolving feature selection framework TeFS. We vary the number of selected features among $\{200, 400, 600, 800, 1000\}$ for BlogCatalog, Flickr and Epinions. We perform TeFS on all

\begin{table}[h]
\begin{tabular}{|c|c|c|c|c|}
\hline
metric & # of features & LapScore & SPEC & NDFS \\
\hline
LapScore & 200 & 0.0821 & 0.0754 & 0.0586 \\
& 400 & 0.0019 & 0.0054 & 0.0068 \\
& 600 & 0.1019 & 0.1650 & 0.1368 \\
& 800 & 0.1321 & 0.1419 & 0.1498 \\
& 1000 & 0.2821 & 0.2545 & 0.2404 \\
\hline
\end{tabular}
\caption{Clustering results comparison on BlogCatalog.}
\end{table}
these three dynamic networks, record the clustering results at each time step and report the average NMI and ACC. Since LapScore, SPEC, NDFS, LUFS and NetFS are not designed for dynamic networks, we run these baseline algorithms each time step to select relevant features and also report the average clustering results. The comparison results are shown in Table II, Table III and Table IV. The higher the ACC and NMI values are, the better the quality of selected feature is. As can be observed, most of the time, TeFS and its static version NetFS both outperform all other baseline methods LapScore, SPEC, NDFS and LUFS. To further validate the conclusions, we also perform one-tailed t-test between TeFS, NetFS, and other baseline methods and the test results show that TeFS and NetFS are significantly better (with a 0.05 significance level). The reason is that traditional feature selection methods (LapScore, SPEC and NDFS) fail to take advantage of linkage structure on networks. In addition, the superiority of TeFS and NetFS over LUFS can be attributed to the unified framework which joint models information from different modalities. On the contrary, LUFS separates the network modeling and feature selection, the performance of feature selection heavily depends on the obtained social dimensions. We can also find that TeFS achieves comparable clustering performance as NetFS. It indicates that even though we adopt an approximation method to reduce computational cost, it does not bring any negative effects by jeopardizing the clustering performance.

### D. Efficiency

In TeFS, we try to minimize the upper bound of the objective function each time variations occur. In this way, we can only focus on optimizing the variation of model parameters $\Delta W$ and $\Delta U$. In this subsection, we first investigate the convergence rate of TeFS and its batch-mode version NetFS. Fig. 2 shows the convergence comparison results on BlogCatalog and Epinions datasets on a specific time step. It can be clearly seen from the figure that the objective function value of TeFS decreases and reaches a stable state much more quickly than its batch-mode version NetFS. TeFS converges within 20 iterations while NetFS needs more than 100 iterations to converge. This observation suggests that TeFS has a faster convergence rate. Also, we compare their cumulative running time on all these three dynamic datasets. The cumulative running time comparison results are shown in Fig. 3, the results show that the proposed TeFS is significantly more efficient than NetFS, the speed up is $4.3 \times$, $6.0 \times$ and $5.3 \times$ on BlogCatalog, Flickr, and Epinions, respectively.
V. RELATED WORK

In this section, we briefly review related work on feature selection for networked data. Traditional feature selection assumes that data instances are independent and identically distributed (i.i.d.). However, it is not the case on networks where data instances are inherently interconnected by links. With the prevalence of networked data in many domains, feature selection on networks has gained increasing attention. In [3], a supervised feature selection algorithm FSNet is proposed. FSNet captures the correlation between feature information and network structure via graph regularization. Tang and Liu [14] extended to consider various social relationships and investigated how these relations can be leveraged in finding relevant features. In [19], the authors proposed a partial order network relation to guide feature selection. However, they did not explicitly use content information. LUFS [15] uses both content information and network structure to perform feature selection. In particular, they exploit social dimensions derived from link information to guide feature selection in the content space. A critical issue of LUFS is that it is sensitive to noisy links. Hence, Li et al. [9] proposed a robust unsupervised feature selection method to model user latent representation and feature selection in a joint framework. As real-world networked data is often not static but constantly evolving over time. Feature selection for dynamic and streaming data has received increasing attention recently. In [8], the authors argued that features could be presented in a streaming fashion in social media platforms. Therefore, they proposed a USFS framework to dynamically maintain a subset of relevant features for feature streams. Guo et al. [4] proposed a node classification algorithm for streaming network. They take the dynamic changes of network and drifts of node contents into account to find an optimal set of features for node classification. Our work differs from [4], [8] in that their methods either use node labels to guide feature selection or do not consider the evolution of network structures, while our work performs feature selection dynamically in an unsupervised scenario when both sources of information evolve over time. Therefore, it is more challenging.

VI. CONCLUSION AND FUTURE WORK

In this paper, we propose a time-evolving unsupervised feature selection framework TeFS for dynamic networks. The proposed framework takes both the content drift and the network structure changes into account to find relevant features adaptively. To capture the interactions and correlations when both feature and network structure change, we propose to model feature and network information jointly. In particular, based on the temporal smoothness property of dynamic networks, a time-evolving method TeFS is proposed. Typically, instead of rerunning the static model from scratch each time step when variations happen, we propose an efficient way to update the feature selection results from previous time steps incrementally. Also, we propose a powerful optimization framework to solve the optimization problem of TeFS. Experimental results on real-world dynamic networks validate the effectiveness and efficiency of the proposed time-evolving feature selection framework TeFS.

Future research can be focused on two directions. First, in this work, we only consider homogeneous network structures. Real-world networks are often presented in a multi-dimensional and multi-mode way. We would investigate how to select relevant features on these networks. Second, in addition to irrelevant, redundant and noisy features, there are many noisy instances in the network, it is interesting to investigate how to perform feature selection and outlier detection simultaneously for dynamic networks.
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