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Abstract
Network embedding is to learn low-dimensional vector representations for nodes in a network. It has shown to be effective in a variety of tasks such as node classification and link prediction. While embedding algorithms on pure networks have been intensively studied, in many real-world applications, nodes are often accompanied with a rich set of attributes or features, aka attributed networks. It has been observed that network topological structure and node attributes are often strongly correlated with each other. Thus modeling and incorporating node attribute proximity into network embedding could be potentially helpful, though non-trivial, in learning better vector representations. Meanwhile, real-world networks often contain a large number of nodes and features, which put demands on the scalability of embedding algorithms. To bridge the gap, in this paper, we propose an accelerated attributed network embedding algorithm AANE, which enables the joint learning process to be done in a distributed manner by decomposing the complex modeling and optimization into many sub-problems. Experimental results on several real-world datasets demonstrate the effectiveness and efficiency of the proposed algorithm.

1 Introduction
Network analysis has become an effective tool in many real-world applications, such as targeted marketing and gene analysis [6, 38]. Identifying effective features is essential to these tasks, but it involves huge amounts of human efforts and massive engineering experiments. As an alternative, network embedding [34, 40] maps the topological structure of each node into a low-dimensional vector representation, such that original network proximity can be well preserved. It has been shown that network embedding could benefit various tasks such as node classification [32, 42], link prediction [3, 31] and network clustering [25, 39].

While existing network embedding algorithms focus on pure networks, nodes in real-world networks are often associated with a rich set of features or attributes, known as attributed networks. Social science theories like homophily [23, 24] and social influence [38] suggest that node attributes are highly correlated with network structure, i.e., the formation of one depends on and also influences the other. Examples include the strong association between user posts and following relationships in microblogging, and high correlation of paper topics and citations in academic networks [41]. In various applications, such as sentiment analysis [13] and trust prediction [33], it has been shown that jointly exploiting the two information sources can enhance the learning performance. Motivated by the observations, we propose to study if node features can be potentially helpful in learning a better embedding representation.

Moreover, real-world networks are often large-scale with a sheer amount of nodes and high-dimensional features. For instance, there are over 65 million monthly active Twitter users in the United States as of 2016†, and each user could post thousands of tweets. This puts more demands on the scalability of embedding algorithms. Attributed network embedding is challenging in three aspects as follows. (1) High computational time requirement might be a bottleneck that limits the usage of algorithms in practice. Some efforts have been devoted to leveraging network structure and attribute information for seeking a low-rank latent representation [19, 30]. They either require eigen-decomposition with $O(n^3)$ time complexity in each iteration ($n$ denotes the total number of nodes) [18] or employ gradient descent which usually has slow convergence rate [30, 43]. (2) Assessing node proximity in the joint space of network and attribute is challenging due to the bewildering combination of heterogeneous information. In addition, as the size of network scales up, node attribute proximity is often too large to be stored on a single machine, not to mention the operations on it. Hence, it would be appealing if the embedding algorithm is also scalable. (3) Both sources could be incomplete and noisy, which further exacerbates the embedding representation learning problem. Therefore, given the distinct characteristics of the data, existing methods cannot be directly applied to scalable attributed network embedding.
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To tackle the above challenges, in this paper, we study the problem of learning embedding representations on attributed networks efficiently. We aim at answering the following questions. (1) How to effectively model node proximity in the joint space composed of network structure and node attributes? (2) How to enable the vector representations learning process scalable and efficient? Through investigating these questions, we present a novel framework called Accelerated Attributed Network Embedding (AANE). We summarize the contributions of this paper as follows:

- Formally define the problem of attributed network embedding;
- Propose a scalable and efficient framework AANE, which can learn an effective unified embedding representation by incorporating node attribute proximity into network embedding;
- Present a distributed optimization algorithm to enable AANE to process each node efficiently by decomposing the complex modeling and optimization into many sub-problems with low complexity;
- Empirically validate the effectiveness and efficiency of AANE on three real-world datasets.

### 2 Problem Statement

**Notations:** In this paper, scalars are denoted by lowercase alphabets (e.g., \( n \)). Vectors are represented by boldface lowercase alphabets (e.g., \( \mathbf{h} \)). Matrices are denoted by boldface uppercase alphabets (e.g., \( \mathbf{H} \)). The \( i \)th row of a matrix \( \mathbf{H} \) is denoted by \( \mathbf{h}_i \). The \( (i, j) \)th element of a matrix is denoted by \( h_{ij} \). The transpose of \( \mathbf{H} \) is represented as \( \mathbf{H}^\top \). The dot product of two vectors is denoted by \( \mathbf{a} \cdot \mathbf{b} \). The \( \ell_2 \)-norm of a vector is denoted by \( \| \cdot \|_2 \). The Frobenius norm of a matrix is represented as \( \| \cdot \|_F \). The identity matrix is denoted by \( \mathbf{I} \).

We list the main symbols in Table 1. Let \( \mathcal{G} = (\mathcal{V}, \mathcal{E}, \mathbf{W}) \) be a network, where \( \mathcal{V} \) is a set of \( n \) nodes, and \( \mathcal{E} \) is the set of edges. Each edge \((i, j) \in \mathcal{E}\) is associated with a positive weight \( w_{ij} \in \mathbf{W} \). In this paper, we focus on undirected networks. For directed ones, we follow the work of [21] to set \( w_{ij} \) and \( w_{ji} \) equal to their maximum value. A larger \( w_{ij} \) indicates higher similarity or stronger relationship between nodes \( i \) and \( j \), and \( w_{ij} \) is defined as 0 if there is no edge. The set of adjacent nodes of node \( i \) is represented as \( \mathcal{N}(i) \). Let \( \mathbf{A} \) be an \( n \times m \) matrix that collects all of the node attributes, where \( m \) is the number of node attribute categories, and row \( \mathbf{a}_i \) describes the attributes associated with node \( i \).

Based on the terminologies explained above, we formally define the problem of attributed network embedding as follows: Given a set of \( n \) nodes connected by a network \( \mathcal{G} \) associated with edge weights \( \mathbf{W} \) and node attributes \( \mathbf{A} \), we aim to represent each node \( i \in \mathcal{V} \) as a \( d \)-dimensional vector \( \mathbf{h}_i \), such that this embedding representation \( \mathbf{H} \) can preserve the node proximity both in topological structure \( \mathcal{G} \) and node attributes \( \mathbf{A} \). As a result, \( \mathbf{H} \) could achieve better performance than original features in terms of advancing other learning tasks.

**Table 1: Main symbols and definitions.**

<table>
<thead>
<tr>
<th>Notations</th>
<th>Definitions</th>
</tr>
</thead>
<tbody>
<tr>
<td>( n =</td>
<td>\mathcal{V}</td>
</tr>
<tr>
<td>( m )</td>
<td>the number of node attribute categories</td>
</tr>
<tr>
<td>( d )</td>
<td>the dimension of embedding representation</td>
</tr>
<tr>
<td>( \mathbf{W} \in \mathbb{R}^{n \times n} )</td>
<td>the weighted adjacency matrix</td>
</tr>
<tr>
<td>( \mathbf{A} \in \mathbb{R}^{n \times m} )</td>
<td>the attribute information matrix</td>
</tr>
<tr>
<td>( \mathbf{S} \in \mathbb{R}^{n \times n} )</td>
<td>the node attribute affinity matrix</td>
</tr>
<tr>
<td>( \mathbf{H} \in \mathbb{R}^{n \times d} )</td>
<td>the final embedding representation</td>
</tr>
</tbody>
</table>

Figure 1: The basic idea of AANE is to represent nodes as continuous vectors, based on the decomposition of attribute affinity matrix and the penalty of embedding difference between connected nodes. The optimization is split into \( 2n \) sub-problems with low complexity, which can be solved separately by \( t \) workers.
3 Accelerated Embedding Framework - AANE

A desirable embedding method for real-world attributed networks satisfies three requirements as follows. First, it needs to be able to handle arbitrary types of edges (e.g., undirected or directed, unweighted or weighted) and node attributes (e.g., discrete or continuous values). Second, it needs to well preserve the node proximity both in network and attribute space. Third, it is important to be scalable since the number of nodes \(n\) and dimension of attributes \(m\) could be large. We develop an effective and efficient framework AANE that satisfies all of the requirements. In this section, we describe how AANE jointly models network structure and attribute proximity in an effective way. Figure 1 illustrates the basic idea. Given a network with \(n = 6\) nodes, it first decomposes attribute affinity \(S\) into the product of \(H\) and \(H^\top\). Meanwhile, it imposes an edge-based penalty into this decomposition such that connected nodes are close to each other in \(H\), and the closeness is controlled by the edge weights in \(W\). The goal is to make more similar nodes in the network space to be closer in \(H\). To accelerate the optimization, a distributed algorithm is proposed to separate the original problem into \(2n = 12\) sub-problems with low complexity. The first \(n = 6\) sub-problems are designed to be independent of each other, and the same as the last six. So all sub-problems can be assigned to \(t = 3\) workers. In the final output, node 1 and node 3 are represented by similar vectors \([0.54, 0.27]\) and \([0.55, 0.28]\), which indicates that they are similar to each other in the original network and feature joint space.

3.1 Network Structure Modeling

In order to render the joint embedding representation \(H\) well-posed, AANE should well preserve the node proximity both in network structure and node attribute space.

To preserve the node proximity in \(G\), the proposed framework is based on two hypotheses [11, 39]. First, a graph-based mapping is assumed to be smooth across edges, especially for the regions of high density [7]. This is in line with the cluster hypothesis [25]. Second, nodes with more similar topological structures or connected by higher weights are more likely to have similar vector representations. To achieve these goals, we propose the following loss function to minimize the embedding differences between connected nodes,

\[
J_G = \sum_{(i,j) \in E} w_{ij} ||h_i - h_j||_2,
\]

where rows \(h_i\) and \(h_j\) are vector representations of node \(i\) and node \(j\), and \(w_{ij}\) is the edge weight between the two. The key idea is that in order to minimize the penalty \(w_{ij}||h_i - h_j||_2\), a larger weight \(w_{ij}\) is more likely to enforce the difference of \(h_i\) and \(h_j\) to be smaller. We employ \(\ell_2\)-norm as the difference metric to alleviate the negative impacts resulted from outliers and missing data. The proposed network structure modeling enjoys several nice properties as follows. First, it is in line with the fused lasso [37] and network lasso [9], which could induce sparsity in the differences of vector representations of similar nodes, and perform continuous edges selection similar to the continuous variable selection in lasso [36]. It is in compliance with the cluster hypothesis in graphs. Second, it is general to different types of networks. It could handle both undirected and directed networks with weighted or unweighted edges. Hence, it can be easily applied to many real-world applications.

3.2 Attribute Proximity Modeling

As indicated by social science theories like homophily and social influences [23, 38], attribute information of nodes is tightly hinged with network topological structure. Node proximity in network space should be consistent with the one in node attribute space. Thus, we investigate how to make the embedding representation \(H\) also well preserve the node attribute proximity. Motivated by the symmetric matrix factorization [17], we propose to approximate attribute affinity matrix \(S\) with the product of \(H\) and \(H^\top\). The basic idea is to enforce the dot product of vector representations \(h_i\) and \(h_j\) to be the same as corresponding attribute similarity \(s_{ij}\).

Mathematically, the loss function is defined as

\[
J_A = ||S - HH^\top||_F^2 = \sum_{i=1}^{n} \sum_{j=1}^{n} (s_{ij} - h_i^\top h_j)^2,
\]

where affinity matrix \(S\) could be calculated by a representative similarity measure. Specifically, we use cosine similarity in this paper.

3.3 Joint Embedding Representation Learning

We have implemented two loss functions \(J_G\) and \(J_A\) to model the node proximity in network topological structure and node attributes. To make them complement each other towards a unified robust and informative space, we jointly model the two types of information in the following optimization problem,

\[
\min_{H} J = ||S - HH^\top||_F^2 + \lambda \sum_{(i,j) \in E} w_{ij} ||h_i - h_j||_2.
\]

Scalar \(\lambda\) serves as an overall parameter that defines a trade-off between the contributions of network and attribute information. It is also a regularization parameter that balances number of clusters [9, 22]. An intuitive explanation is that when \(\lambda\) is close to 0, the network topology cannot affect the final result \(H\), so each node
can be an isolated cluster. When $\lambda$ is sufficiently large, the optimal solution will end up with same representations for all nodes, which forms a single cluster. This allows us to tune the number of clusters continuously. This number is not specified in network embedding, and tunability of $\lambda$ is beneficial in this scenario.

### 3.4 Accelerated and Distributed Algorithm

The proposed objective function not only jointly models network proximity and node attribute affinity, but also has a specially designed structure that enables it to be optimized in an efficient and distributed manner, i.e., $\mathcal{J}$ is separable for $h_i$ and can be reformulated as a bi-convex optimization problem. Next, we propose an efficient algorithm to solve it.

If we add a copy $Z = H$, then the first term in Eq. (3.3) can be rewritten as

\[
\|S - HZ^\top\|_F^2 = \sum_{i=1}^n \|s_i - h_i Z^\top\|_2^2 = \sum_{i=1}^n \|s_i^\top - Hz_i^\top\|_2^2.
\]

We can further reformulate Eq. (3.3) into a linearly constrained problem as follows,

\[
\min_H \quad \sum_{i=1}^n \|s_i - h_i Z^\top\|_2^2 + \lambda \sum_{(i,j) \in \mathcal{E}} w_{ij} \|h_i - z_j\|_2,
\]

subject to

\[
h_i = z_i, \quad i = 1, \ldots, n.
\]

This indicates that $\mathcal{J}$ is separable for both $h_i$ and $z_i$. Since $\ell_2$-norm is convex, it is easy to verify that Eq. (3.5) is also bi-convex, i.e., convex w.r.t. $h_i$ when $z_i$ is fixed and convex w.r.t. $z_i$ when $h_i$ is fixed. Thus, we are able to split the original complex embedding problem into 2n small convex optimization sub-problems.

It is infeasible to obtain closed-form solutions for these 2n sub-problems. Motivated by the distributed convex optimization technique - Alternating Direction Method of Multipliers (ADMM) [2, 9], we accelerate the optimization by converting it into 2n updating steps and one matrix updating step. The proposed solution enjoys several nice properties. First, it enables the $n$ updating steps of $h_i$ (or $z_i$) independent of each other. Thus in each iteration, the global coordination can assign tasks to workers and collect the solutions from them without a fixed order. Second, all updating steps have low complexity. Third, it converges to a modest solution fast [2]. We now introduce the details.

To solve the problem, we first formulate the augmented Lagrangian [10] of Eq. (3.5) as follows,

\[
\mathcal{L} = \sum_{i=1}^n \|s_i - h_i Z^\top\|_2^2 + \lambda \sum_{(i,j) \in \mathcal{E}} w_{ij} \|h_i - z_j\|_2 + \frac{\rho}{2} \sum_{i=1}^n \|h_i - z_i + u_i\|_2^2.
\]

where rows $u_1, \ldots, u_n \in \mathbb{R}^d$ are the scaled dual variables, and $\rho > 0$ is the penalty parameter. The minimizer of Eq. (3.5) is then converted to the saddle point of $\mathcal{L}$, which can be found by finding optimal $H$, $Z$, and $U$ iteratively. The corresponding optimization problems in terms of each node $i$ at iteration $k + 1$ are written as

\[
\begin{align*}
\hat{h}_i^{k+1} &= \arg \min_{h_i} \left( \|s_i - h_i Z^\top\|_2^2 + \lambda \sum_{j \in \mathcal{N}(i)} w_{ij} \|h_i - z_j\|_2 + \frac{\rho}{2} \|h_i - z_i + u_i\|_2^2 \right), \\
\hat{z}_i^{k+1} &= \arg \min_{z_i} \left( \|s_i - H^{k+1} z_i^\top\|_2^2 + \lambda \sum_{j \in \mathcal{N}(i)} w_{ij} \|z_i - h_j^{k+1}\|_2 + \frac{\rho}{2} \|z_i - h_i^{k+1} - u_i\|_2^2 \right), \\
U^{k+1} &= U^k + (H^{k+1} - Z^{k+1}).
\end{align*}
\]

Here we need to find all of the $h_i^{k+1}$, for $i = 1, \ldots, n$, before calculating $z_i^{k+1}$. However, the order of solving $h_i^{k+1}$ is not fixed, since they are independent to each other. If the machine capacity is limited, $s_i$ can also be calculated separately via equation $s_i = (a_i A^\top) \cdot (\frac{1}{\sqrt{q}})$, where $q$ is the dot product of each node attribute vector, i.e., $q = [\sqrt{a_1 \cdot a_1}, \ldots, \sqrt{a_n \cdot a_n}]$. By taking the derivative of Eq. (3.7) w.r.t. $h_i$, and setting it to zero, we get an updating rule to approach optimal $h_i$ as follows,

\[
\begin{align*}
\hat{h}_i^{k+1} &= \frac{2s_i Z^k + \lambda \sum_{j \in \mathcal{N}(i)} \frac{w_{ij} s_j^k}{\|s_j^k - z_j^k\|_2} + \rho (z_i^k - u_i^k)}{2Z^k Z^\top + (\lambda \sum_{j \in \mathcal{N}(i)} \frac{w_{ij} s_j^k}{\|s_j^k - z_j^k\|_2} + \rho) I}, \\
\hat{z}_i^{k+1} &= \frac{2s_i H^{k+1} + \lambda \sum_{j \in \mathcal{N}(i)} \frac{w_{ij} h_j^{k+1}}{\|s_j^k - h_j^k\|_2} + \rho (h_i^{k+1} + u_i^k)}{2H^{k+1} H^\top + (\lambda \sum_{j \in \mathcal{N}(i)} \frac{w_{ij} s_j^k}{\|s_j^k - h_j^k\|_2} + \rho) I}.
\end{align*}
\]

The distributed algorithm for optimizing the problem in Eq. (3.3) is described in Algorithm 1. Since Eq. (3.5) is bi-convex, it is guaranteed to converge to a local optimal point [2]. To have an appropriate initialization, we set $H$ as the left singular vectors of $A_0$ in the first iteration. $A_0$ is a matrix that collects the first 2d columns of $A$. The optimization is split into 2n sub-problems, and we solve them iteratively. In each iteration, the $n$ updating steps of $h_i$ (or $z_i$) can be assigned to $t$ workers in a distributed way as illustrated in Figure 1. The termination criterion is that primal residual $r$ and dual residual $s$ should be sufficiently small.
Algorithm 1: Accelerated Attributed Network Embedding

Input: $W$, $A$, $d$, $\epsilon$.
Output: Embedding representation $H$.
1. $A_0 \leftarrow$ First 2d columns of $A$;
2. Set $k = 0$, and $H^k \leftarrow$ Left singular vectors of $A_0$;
3. Set $U^k = 0$, $Z^k = H^k$, and calculate $S$;
4. repeat
5. Calculate $Z^k \top Z^k$;
   /* Assign these $n$ tasks to $t$ workers: */
6. for $i = 1 : n$ do
7.   Update $h_i^{k+1}$ based on Eq. (3.10);
8. calculate $H^{k+1}$;
   /* Assign these $n$ tasks to $t$ workers: */
9. for $i = 1 : n$ do
10.   Update $z_i^{k+1}$ based on Eq. (3.11);
11. $U^{k+1} \leftarrow U^k + (H^{k+1} - Z^{k+1})$;
12. $k \leftarrow k + 1$;
13. until $\|z^k\|_2 \leq \epsilon^{pri}$ and $\|Z^k\|_2 \leq \epsilon^{dual}$;
14. return $H$.

3.5 Complexity Analysis As it is typical for ADMM [2], Algorithm 1 tends to converge to a modest accuracy in a few iterations. In the initialization, the time complexity for calculating singular vectors of an $n$ by $d$ matrix $A_0$ is $O(d^2 n)$, and we denote the number of operations required to obtain the attribute affinity matrix $S$ as $T_S$. In each subtask, the updating time for $h_i$ should be $O(d^3 + d n + d |N(i)|)$ since we only need to compute $Z^k \top Z^k$ once per iteration. Since $d \ll n$, it can be reduced to $O(n)$. It is easy to check that the space complexity of each subtask is also $O(n)$. Therefore, the total time complexity of AANE should be $O(n N_A + n^2)$, where $N_A$ is the number of nonzero in $A$.

4 Experiments
In this section, we empirically evaluate the effectiveness and efficiency of the proposed framework AANE. We aim at answering three questions as follows. (1) What are the impacts of node attributes on network embedding? (2) How effective is the embedding representation learned by AANE compared with other learning methods on real-world attributed networks? (3) How efficient is AANE compared with the state-of-the-art methods? We first introduce the datasets used in the experiments.

4.1 Datasets Three real-world attributed networks BlogCatalog, Flickr and Yelp are used in this work. All of them are publicly available and the first two also have been used in previous work [14, 20]. Statistics of the datasets are summarized in Table 2.

<table>
<thead>
<tr>
<th>Dataset</th>
<th>BlogCatalog</th>
<th>Flickr</th>
<th>Yelp</th>
</tr>
</thead>
<tbody>
<tr>
<td>Nodes ($</td>
<td>V</td>
<td>$)</td>
<td>5,196</td>
</tr>
<tr>
<td>Edges ($</td>
<td>E</td>
<td>$)</td>
<td>171,743</td>
</tr>
<tr>
<td>Attribute (m)</td>
<td>8,189</td>
<td>12,047</td>
<td>20,000</td>
</tr>
<tr>
<td>Label (t)</td>
<td>6</td>
<td>9</td>
<td>11</td>
</tr>
</tbody>
</table>

Table 2: Detailed information of the three datasets.

BlogCatalog is a blogger community, where users interact with each other and form a network. Users are allowed to generate keywords as a short description of their blogs. These keywords are used as node attributes. Users also register their blogs under predefined categories, and we set them as labels. The user with no follower or predefined category has been removed.

Flickr is an online community that people can share photos. Photographers can follow each other and form a network. We employ the tags specified on their images as attribute information. We set the groups that photographers joined as labels.

Yelp² is a social networking service, where crowd-sourced reviews about local businesses are shared. We employ users’ friend relationships to form the network. Bag-of-words model is used to represent users’ reviews as attribute information. All local businesses are separated into eleven primary categories, such as Active Life, Fast Food and Services. A user may have reviewed one or several businesses. We use the categories of these businesses as the user’s labels.

4.2 Baseline Methods AANE is compared with two categories of baseline methods. To evaluate the contribution of incorporating node attributes, two scalable network embedding methods and a classical method for modeling attributes are used for comparison, i.e., DeepWalk, LINE and PCA. To investigate the effectiveness and efficiency of AANE, we compare it with two state-of-the-art attributed network learning methods, i.e., LCMF and MultiSpec. The detailed descriptions of these methods are listed as follows.

- **DeepWalk** [29]: It involves language modeling techniques to analyze the truncated random walks on a graph. It embeds the walking tracks as sentences, and each vertex corresponds to a unique word.
- **LINE** [34]: It embeds the network into a latent space by sampling both one-hop and two-hop neighbors of each node. It is one of the state-of-the-art scalable network embedding methods.
- **PCA** [16]: It is a classical dimensionality reduction technique. It takes the top $d$ principal components of attribute matrix $A$ as the learned representation.

²https://www.yelp.com/dataset_challenge/dataset
We follow the suggestions of the original papers to set the parameters of baseline methods. The embedding dimension $d$ is set to be 100. All experimental results are the arithmetic average of 10 test runs. We ran the experiments on a Dell OptiPlex 9030 i7-16GB desktop.

### 4.4 Effectiveness Evaluation

To investigate the impacts of attribute information and how much it can improve the embedding representation, we compare AANE with all baseline methods. We also vary the nodes used for training as $\{10\%, 25\%, 50\%, 100\%\}$ of the entire training group to evaluate the effect brought by different sizes of training data. The classification performance w.r.t. training percentage is presented in Table 3. Since neither of existing attributed network learning methods is practicable on the Yelp dataset, we randomly select 20% of it and set as a new dataset, i.e., Yelp 1, such that we are able to compare the effectiveness of different method on it. Results of AANE on original Yelp dataset are shown in Table 4.

From the results, we have three observations as follows. First, by taking advantage of node attributes, LCMF, MultiSpec, and AANE all achieve significantly better performance than network embedding methods on all datasets. For example, in BlogCatalog results, we can discover that incorporating attribute information allows AANE to achieve 38.7% gain over DeepWalk and 36.3% gain over LINE in terms of Micro-average score. Second, with the proposed formulation, AANE consistently outperforms LCMF and MultiSpec. For instance, on Flickr, AANE achieves 18.2% of improvements than LCMF, which can be explained by the fact that latent features learned by decomposing network matrix and attribute matrix are heterogeneous, and it is challenging to combine them. Third, LCMF and MultiSpec are infeasible on the datasets Yelp. For instance, MultiSpec

<table>
<thead>
<tr>
<th>Training Percentage</th>
<th>BlogCatalog</th>
<th>Flickr</th>
<th>Yelp 1</th>
</tr>
</thead>
<tbody>
<tr>
<td>10%</td>
<td>841</td>
<td>788</td>
<td>878</td>
</tr>
<tr>
<td>25%</td>
<td>836</td>
<td>875</td>
<td>875</td>
</tr>
<tr>
<td>50%</td>
<td>678</td>
<td>545</td>
<td>788</td>
</tr>
<tr>
<td>100%</td>
<td>698</td>
<td>551</td>
<td>542</td>
</tr>
</tbody>
</table>

Table 3: Classification performance of different methods on different datasets with $d = 100$.
becomes impracticable as the number of nodes increases to 29,881, due to the high computational and memory requirement of eigen-decomposition.

We further vary the percentage of the training group that is used for training. As shown in Tables 3 and 4, similar observations are made. LCMF, MultiSpec and AANE outperform the two pure network embedding methods. AANE consistently achieves better performance than all baseline methods. We also find that MultiSpec may perform worse than PCA. For instance, on Yelp 1, PCA achieves a gain of 20.6% over MultiSpec when training percentage is 10%. One-tailed t-test results show that AANE is statistically significantly better (with p-value \( \ll 0.01 \)) than all other methods.

### 4.5 Efficiency Evaluation

To study the efficiency of AANE, we compare it with the two attributed network learning methods. The computation time in logarithmic scale as a function of the number of input nodes on three datasets are shown in Figure 2. The blue, red, and yellow dash-dot curves show the performance of LCMF, MultiSpec, and AANE respectively.

Empirical results show that a near optimal solution of \( J \) is enough to guarantee \( H \) to be an informative embedding representation. Therefore, in practice, only a few iterations is required for AANE. From the results in Figure 2, we observe that our method AANE takes much less running time than LCMF and MultiSpec consistently. As the number of input nodes increases, the performance difference also raises up. The third figure shows that LCMF and MultiSpec have larger growth rates than AANE. They become infeasible when the number of nodes is greater than 49,802 and 29,881 respectively. Furthermore, while the three methods are running in single-thread for a fair comparison, AANE could be implemented in multi-thread as illustrated in Figure 1. This strategy could further reduce the computation time of AANE. In summary, all these observations demonstrate the efficiency and scalability of our proposed framework.

### 4.6 Parameter Analysis

We study the impacts of two important parameters, \( \lambda \) and \( d \), in this subsection. As discussed in Section 3.3, \( \lambda \) in AANE balances the contributions of network and node attributes. To investigate the impact of \( \lambda \), we vary it from \( 10^{-6} \) to \( 10^3 \). Figure 3 shows the classification performance in terms of Micro-average as a function of \( \lambda \). When \( \lambda = 0 \), network information has no impact as if all nodes are isolated. As \( \lambda \) increases, AANE starts to cluster nodes according to the topological structure, so the performance keeps improving. As shown in Figure 3, performance on BlogCatalog and Flickr achieves optimal when \( \lambda \) is close to 0.1. The performance decreases when \( \lambda \) is too large, since large \( \lambda \) tends to drive all nodes to have the same vector representation.
To study the impact of embedding dimension, we vary it from 20 to 180 on all datasets. The classification performance in terms of Micro-average w.r.t. $d$ on Flickr is shown in Figure 4. We omit the results on BlogCatalog and Yelp since they are similar. From the results, we discover that observations made above hold undeviatingly as $d$ varies. DeepWalk and LINE are always inferior to AANE and the two attributed network learning methods. AANE consistently outperforms all baseline methods. By increasing $d$, the performance of all methods first increases and then keeps stable. This shows that the low-dimensional representation performs well in capturing most of the meaningful information.

5 Related Work

Network embedding has become an efficient tool to deal with large-scale networks. Efforts have been devoted from various aspects [8, 29, 34]. Tang and Liu [35] presented an edge-centric clustering scheme to facilitate the learning efficiency and alleviate the memory demand. Ahmed et al. [1] advanced a distributed matrix factorization algorithm to decompose large-scale graphs based on stochastic gradient descent. Tang et al. [34] improved the efficiency of stochastic gradient descent by unfolding a weighted edge into multiple binary edges. On et al. [27] designed a Jacobi-Davidson type algorithm to approximate and accelerate the singular value decomposition in the high-order proximity embedding. Wang et al. [40] involved the deep structure to embedding both first and second order proximities of nodes efficiently.

Research has been done to analyze attributed networks in various domains. It becomes increasingly promising to advance the learning performance by jointly exploiting geometrical structures and node attributes [13, 21, 33]. Tsur and Rappoport [38] improved the prediction of the spread of ideas by taking advantage of both content and topological features. Due to the complexity of attributed networks, nodes’ properties and dependencies cannot be fully explained via these models. Several algorithms [20, 21] have been proposed to exploit the potential of learning a joint low-rank latent representation. Qi et al. [30] modeled the content information based on pairwise similarity and jointly mapped it along with context link into a semantic latent space by learning structural correlations between semantic concepts. Le and Lauw [19] advocated a probabilistic-based framework for the document network by finding a joint low-dimensional representation for network connectivity and textual content. Chang et al. [4] designed a deep learning method to map the rich linkage and content information into a latent space while capturing the similarities among cross-modal data. Efforts have also been devoted to learning latent representations of networked instances by performing unsupervised feature selection [20, 21]. Xiao et al. [14] explored the potential of incorporating labels into the attributed network embedding. Attributed network analysis is different from multi-view learning [18]. The network structure is more than one angle of view. Its underlying properties are complex, including the connectivity, transitivity [27], first and higher order proximities [40], etc.

Network lasso was formally defined by Hallac et al. [9] as a simultaneous clustering and optimization problem. The key idea is to utilize the $\ell_2$-norm distances of adjacent nodes as penalties and enforce nodes in the same cluster to have same variables. The pioneer work of network lasso can also be traced back to the fused lasso [12, 37] and convex clustering [28] problems. Both of them can be viewed as special cases of network lasso and have been well explored. Lindsten et al. [22] demonstrated the equivalence between convex clustering and a convexification of k-means clustering. They utilized the off-the-shelf convex programming software CVX to handle the regularization. This solver is powerful in solving general convex problems but quite inefficient. Thus, Hocking et al. [11] introduced several efficient algorithms for convex clustering with three most commonly used norms, $\ell_1$, $\ell_2$ and $\ell_\infty$. Most recently, Chi and Lange [5] exploited the possibility of finding regularization paths of arbitrary norms by using ADMM and AMA (alternating minimization algorithm). However, all these methods can only deal with thousands of nodes, and convex clustering often requires to include distances between every pair of nodes as penalties.

6 Conclusion and Future Work

In this paper, we propose an efficient embedding framework AANE to deal with attributed networks at scale. The proposed framework can effectively model and incorporate node attribute proximity into network embedding in a distributed way. Specifically, we learn a low-dimensional representation based on the decomposition of attribute affinity and the embedding difference between connected nodes. A distributed optimization algorithm is developed to decompose the complex problem into many sub-problems with low complexity, which can be solved by sub-workers in parallel. Experiments on real-world attributed networks demonstrate its effectiveness and efficiency. Our future work in this area will focus on investigating the following questions. (1) How to embed large-scale attributed networks with dynamic topological structure and node attributes? (2) How can we extend our method to a semi-supervised framework? Since in many real-world attributed networks, partial labels are often available.
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