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Abstract

Microblogging services have brought users to a new era ofvledge dissemination and informa-
tion seeking. However, the large volume and multi-aspeche$sages hinder the ability of users
to conveniently locate the specific messages that they segested in. While many researchers
wish to employ traditional text classification approacttesftectively understand messages on m
croblogging services, the limited length of the messagegants these approaches from being en
ployed to their full potential. To tackle this problem, wepose a novel semi-supervised learning
scheme to seamlessly integrate the external web resourcespensate for the limited message
length. Our approach first trains a classifier based on thiablelabeled data as well as some
auxiliary cues mined from the web, and probabilisticallggticts the categories for all unlabeled
data. It then trains a new classifier using the labels for absages and the auxiliary cues, and i
erates the process to convergence. Our approach not omlygreduces the time-consuming and
labor-intensive labeling process, but also deeply explitie hidden information from unlabeled
data and related text resources. We conducted extensiegiggnts on two real-world microblog-
ging datasets. The results demonstrate the effectivefifss proposed approaches which produci
promising performance as compared to state-of-the-afoast
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1 Introduction

Microblogging services are becoming immensely popularrgaking-news disseminating, infor-
mation sharing, and events participation. This enablesus@xpress their thoughts and intention:
in short textual snippets on a daily and even hourly basise st well-known one is Twitter
(wwv. tw tter.con), which has more than 140 million active users with 1 billibneets
every 3 dayas of March 2012. Over time, a tremendous number of messagesleen accumu-
lated in their repositories, which greatly facilitate geaieisers seeking information by querying
their interested topics using the corresponding hashtag.

However, users often have to browse through large amourgsafits in order to find the infor-
mation of their interests. This is due to the ambiguous fagshnd the presentation style. The
microblogging platforms mix search results in a ranked tgttermined by their relevance to the
corresponding hashtag and published time. Unfortunatehgt hashtags are very short, ambigu
ous and even vague, leading to unsatisfactory search sedultr example, the returned list for
gueried hashtag "#apple" is extremely messy and diversii@entially covering several different
sub-topics: smartphone, computer, fruit and so on. In thggcusers can benefit from overviews
of search results based on meaningful and structural ca¢sgsuch as, grasping at a glance th
spread of categories covered by a given search topic anélglocating the information of their
interests with the assistance of the labeled categoridsig@specially important for mobile search
through handheld devices such as smartphones.

Classifying microblogs into pre-defined subtopic-orientiasses poses new challenges due to tt
following reasons. First, unlike normal documents, thesssages are typically short, consisting
of no more than 140 characters. They thus do not provide mrffizvord co-occurrences or shared
contexts for effective similarity measurie (Hu et al., 2009he data sparseness hinders gener
machine learning methods to achieve desirable accuraoyon8e microblogging messages are
not well conformed as standard structures of documents.e8oras they do not even obey gram:
matical rules|(Hu and Liu, 2012b). Third, microblogs lackdhinformation. It is time and labor
consuming to label the huge amounts of messages.

Intensive efforts have been made on the classification oftdkats utilizing machine learn-

ing technigues| (Nie etall, 2011). Some representativeareeefforts are based on topic
model (Ramage et al., 2009) (Zhao etal., 2011). As theseoappes heavily rely on the term

co-occurrence information, the sparsity of short and imfmrmessages unduly influence the signif
icant improvement of the performance. Some others explmreedraditional supervised learning
methods to classify microblogging messages (Leelet all@libiaga et &ll, 2011)) (Sriram et al.,
2010) (Tang et all, 20112). The sparsity problem again hitiex similarity measurement. More-
over, it is laborious and time consuming to obtain labeled fflmm microblogging. Consequently,
new approaches towards microblog classification are hidégyred.

In this paper, we propose a semi-supervised learning apprmethe classification of microblog-
ging messages. We aim to tackle three challenges in thig.fg@ip&t, to handle the data sparsenes
problem, our approach submits a query that is related tothgsind category to Google Searct
Engine; meanwhile it incorporates the external informagoovided by search engine results tc
enrich the short microblogs. Second, to alleviate negaffect brought by informal words in

microblogging, we employ linguistic corpus to detect imf@l words in microblogging messages
and correct them into formal expressions. Third, with titegnation of hashtag related resources

Lhttp://blog.twitter.com/2012/03/twitter-turns-sito
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our model is robust with only a small amount of training dathich greatly reduces the manually
labeling costs. Our algorithm alternates between perfognan E-step and M-step. Specifically.
it first trains a classifier based on the available labeledsagess as well as some auxiliary cues
mined from the web, and probabilistically predicts the slibels of the unlabeled messages. |
then trains a new classifier using all messages and the ayxdues, and iterates to convergenc
We conduct experiments on the real-world datasets, and w&made that our proposed scheme
yields significant accuracy in microblogging messagesyoaieation.

The main contributions of this research can be summarizéallass,

e Tothe best of our knowledge, this work is the first attempigiag microblogs categorization
using semi-supervised learning approach, which requées labeled data and can thus be
practically extended to large-scale datasets.

e Our approach incorporates external statistical knowledgenrich the short microblogs,
which greatly remedies the data sparseness issue.

e Our approach adopts a category-word distribution anglygigch well addresses the broader
phenomenon existed in microblogs: non-standard languagseptation and abundant
spelling errors.

The reminder of this paper is organized as follows: we inigedthe details of our proposed ap:
proach and experimental results in Section 2 and Sectios&otively. In section 4, we briefly
reviews of the related work, followed by concluding remarkSection 5.

2 Semi-Supervised Graphical Model for Microblogs Classifiation

Before formulating our approach, we first define some nataticA set of messages is collected
by a given hashtag, which are partitioned into two subsets: a labeled\$bt= {m,, m,,...,m;}
and an unlabeled s&* = {m;_ ;,m;,,...,m;.y}. M! includes only the example message:
provided through user interaction, where each instancssisciated with a predefined category
with belonging toC = {cy,c,...cx}; while M* includes all the other messages. We aim to predi
the category label for each data pointi'. Here we assume that each tweet belongs to only o
category. Similar idea of assigning a single topic or catgtfma short sequence of words has bee
used before in(Diao et al., 2012) (Gruber etlal., 2007) (Zétaad., 2011).

2.1 The General Framework

We now introduce the overview of the whole processing thaao classify microblogging mes-
sages by exploiting the internal and external resources vidrkflow consists of three phrases, a:
shown in Figuré&Il. Itincludes the preprocessing of extesdurces, preprocessing of microblog
ging messages, and construction of Semi-Supervised Bayblgtwork (SSBN) model.

Phrase 1: Preprocessing of External ResourceBue to their short length, microblogging mes:
sages do not provide sufficient word co-occurrence or cordleared information for effective

similarity measure. Thus we utilize the external Googler8eanippets to enrich the original fea-
ture space of the microblogging messages. The procedurgiohenent is as follows: we mine the
list of hot topics from Google such as Apple, Obama, NBA, Bacd,etc For each hot topic, we

search them as hashtags for microblog messages from Tvlitterresults contain a list of proper
sub-hashtags, such as stock, ipad, ipo, app, ticket, ddngetc. These sub-hashtags are manuall
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Figure 1: The General Framework

Construction of
SSBN Model

classified intoK pre-defined categories. For a given hashtgtpr example, stock), we buil&
hashtag-category pairs (for example, stock Sports, stoskBssetc), and consider each pair as
a query to return 20 extended documents from Google Seargim&rdenoted aS. Comparing
with the way that only takes each hashtag as a query, the caidn of hashtag and category car
find more accurate documents. Next, we assign the tf.idf teifjeach word for each category in
S. We further use the google search results to estimate tegaatprior distribution.

Phrase 2: Preprocessing of Microblogging Messagds is worth noting that there is a large
amount of misspelled and informal expressions in microbilog messages. This is different from
the formal expressions and words used in Google Searchige$alhandle this mismatch problem,
we first construct a microblog dictionary containing all thiebreviate forms of words used in
Twitter from some dictionaries, such as Twittenﬁmyvitterforteache& The dictionary contains
727 words. Giving a microblogging message, we first use titisotary to detect the informal
words, then correct them to the formal words. In this way, weeadso able to collect more words
related to the predefined categories from the labeled messadackle the sparseness problem i
microblogging messages.

Phrase 3: Construction of SSBN modeln order to fully integrate hashtag related resources ar
unlabeled data to a classifier, we propose a semi-superB&gesian network model. The semi-
supervised classifier can offer robust solution to micrghiapic classification for two reasons.
First, it utilizes those labeled microblogging messages Washtags by training a topic model
based classifier, which is then used to find the categoryljldstribution of unlabeled messages
accurately. Second, it leverages the related externaliress to provide a valuable context to
microblogging messages. In this way, compared with supedviearning methods, we need only
few labeled data for training. The details of SSBN model tmasion will be introduced in the
next subsection.

2Rt tp: /7w, tw ttonary. cont
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0 The vector indicating category weights for message dataatain.

¢ The vector indicating category weights for specific message
0, ¢’ | The|C| x |N| matrix indicating category-word distribution.

A The contribution of unlabeled data to prior probability.

a The contribution of prior knowledge from.

1—a | The contribution of prior knowledge from.

B The contribution of likelihood probability frond’.

1— 4 | The contribution of likelihood probability frorp’.

14,M, | Hyperparameters and priors of Dirichlet distributions.
The category vector.

The jth category.

The message collection in the original message data.
The message.

The word collection in the original message data.
The hashtag.

The word.

The category label of message.

<|z|~|=z|z|=0|0

Table 1: Important notations used in this paper and thecrgefons.

2.2 Probabilistic Graph Model Construction

The above formulations intuitively reflect that the catggprediction task comprises two esti-
mations: coarse-grained category distribution and finedhgd category-word distribution. It is

schematically illustrated in Figufé 2, in which the corresging notations are summarized in Ta
ble[.

1. Category distribution: There are two kinds of categosgrdiution in the data. Led denotes
the category distribution obtained from the original messé, which is a weight vector
representing the weight for each category. Similarlygletenotes the category distribution
for external resources obtained from the search reSulfEhe category distribution for the
total dataD is assumed to be a linear combinationrbodnd¢. Parameteu is employed as
the weight to adjust the contributions of different sourdesaddition, the original message
data also consists of labeled and unlabeled datajardised to denote the contribution of
unlabeled data in generating the category distributiodfor

2. Category-word distribution: The category-word digitibn also has two part€d’ denotes
the distribution of different words over different cateigsrin the original messages, which
is a|C| x |[N| matrix. Here|C| is the number of categories, atid| is the number of words
in the data. Similarlyg’ denotes the category-word distribution in the search tesiihe
category-word distribution for dat@ is again assumed to be a linear combinatiod‘cind
¢’, where paramete$ is employed as the weight to adjust the contributions ofedéfiit
sources.

Our semi-supervised Bayesian Network (SSBN) belongs tbahitistic graphical model, which
formally denotes the probability of a messagédalling into a category as,

P(c)P(m|c)

Pem) = S S p(mie)

)
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Figure 2: Probabilistic graphical representation of seapervised Bayesian network model.

whereP(c) is the prior probability of category in the message dataectitbn. By assuming the
presence of a word is independent to the presence of any other word imve derive

P(mlc) = [ [ Pwlc) &)

wem

2.3 Parameter Inference

In this section, we turn our attention to procedures for peater inference with EM approach. In
the expectation step, the distributiofis¢, é’:k and qg’zk, will be estimated. Besides the labeled
data and external resource, the parameter estimationmals® use of the unlabeled data. Initially
we assign category labels to unlabeled data with an unifdatnilslition, i.e., the probability is
ﬁ for each category. In the following iterations, labels ofaloeled data and SSBN model are
alternatively updated and reinforced until convergence.

Estimating 6: 6 represents the probability of each category in the origimedsage data collection.
It is proportional to the expected number of messages thatssigned to this category.

1+ M AP, = ¢lm))

0 =P(c|f)=
o = PLGl0) = e+ e

©)

As aforementioned in sectién 2.2, the message data coltectinsists of labeled messagésand
unlabeled messagé@d”. They have different contribution to the category prokigbéstimation.
The functionA(i), defined as in equatiofl(4), is employed to achieve that gidad. parameter.

€[0,1].

~_ | A if m;eM;
A(‘)_{ 1 it meM. @

Estimating ¢: ¢ denotes the prior category probability distributes over Google Search re-
sults. In this paper, the prior probability of categeryfor a hashtag completely depends on the



relationship between the corresponding hashtagd the predefined category names,

1
~ R NGD(t,cj) tu
. = P(cl$) = == (5)
+IClu
Z} 1 NGD(tc )

whereu is a smoothing factor anlNGD(t,c;) is the Normalized Google Distarftewhich is
employed to calculate distance between thettagd the category;. It can be observed that a
smaller value oNGD leads to more contribution ef for the specific message.

Estimating 6’ and ¢’: 6 and¢’ respectively denote the category-word distributions ovigiinal
message collection and Google Search results. Both of thentax [N| matrices. They can be
estimated using the following formulas:

é/Wk P( | é/) ndlCNJk +nd (6)
.. =Pwilc;, = NI

' Z:’ 1 ndc] "+INIng

S -, o g

¢ ¢ = P(Wk":j’ ¢ ) IN| (7)

2 gc)q + IN|n,

wherende andn, ' are respectively the number of times that the wwgdhas occurred in the
categorytj in message data collection and Google Search resultsefrettby the combination of
hashtag and the name of thgth category).n, andn, are hyperparameters with a small value
for smoothing purpose to avoid the zero problem.

The maximum likelihood category label for a given messagés,

JU P(c;|6,$,6',$"P m; ¢,0,$,0", ¢
y; =argmax P(c;|lm;,0,¢,0",¢") = (10,9 ¢)A (A J i ¢,0",9%) ®)
K P(mi|67¢:6/7¢/)

whereP(m;|6,¢,0’, $’) is formally written as follows,
P(mi|é’ ¢;) é/; d;/) = ZP(C]|9’ ¢;; é/) ¢;/)P(milcj; é; d‘;) é/; $/) (9)
where the prior probability for categoty is obtained by linearly fusing two estimations on two
resources,
P(ci10,$,6",¢") = P(c;10,¢) = aP(c;|0) + (1 — a)P(c;|$) (10)

wherea is a trade-off parameter to balance the contributions batviso kinds of category distri-
bution. The maximum likelihood probability for the each s@gem; can be derived as:

Im;]

P(m;le;, 6, ¢’ )—]_[P(wuc 0,6

P(milcj; é) ¢;) é/; d;/)

|m;|

[ [1BPOwilc;, 0+ = BIP(wile;, 63} (11)
k=1

Similar toa, 8 is tuned to control the contribution between the the categard distribution over
two different resources.

Intt p://en.w Ki pedi a.org/w Ki / Nornal | zed _(Googl e di st ance, here in case aNGD not equal to zero, we
add a small constant closing to zero.
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3 Experiments

In this section, we first evaluate our proposed model on tabwerld datasets, utilizing a range of
popular metrics. We then compare our model with the statifv@fart text classification approaches
on microblogs. Also, we study the sensitivity of the tragnidataset size, convergence analysi
followed by the impact analysis on the parameters.

3.1 Experimental Settings
In our experiments, two large-scale real-world datasete wenstructed:

e Twitter : The Twitter dataset was generated from Trec-TwitterBOEirst, we collected 0
hot topics from Google Tren,sincluding NBA, Apple, facebooketc For each topic, we
manually selected several low-level sub-topics and coetbiach of them with the high-
level topic. Take the topic "Apple" as an example. We extenidlevith "Apple stock",
"Apple ipad", etc. We manually determine which category she-topics belong to. For
example, "stock" is classified to Business, while "ipad"dsigned to science. These pairs
are naturally viewed as queries. Then the Twitter datasgtwastructed by retrieving all the
related messages from Trec-Twitter2011 based on theseegu@p validate the robustness
of our proposed model on partially noisy data, we delibéyatil not provide ground truth
for this dataset. Instead, the returned messages underra ggedirectly considered as
belongings to the same category as the sub-topic. The Twlitaset is in this way labeled
semi-automatically based on sub-topics. The ground teufoicalled pseudo ground truth
For example, all the messages searched by "Apple stockégegded as business category

e Sina Weibo Based on selected trending topics of Sina Weibo, we craaledllection of
messages. And then manually assigned each messages irtb Dpeedefined categories:
sports, politics, science&tech, game, movie, music anérsth The messages fallen into
"others" are removed; and up 5,811 unique messages were remained. To build th
ground truth, we adopted a manual labeling procedure. Wdetid 5 people with different
background int@B teams to manually label these messages. Every team lathedexbin-
plete dataset. The voting method was employed to combinkaliet results from different
teams. For each message, only one category label with tharitgajoting was selected as
the ground truth label. For the cases that a message redbnemi different categories, a
discussion was carried out among the labelers to decidertalegiound truths.

The distributions of different categories over two dataset displayed in Table 2. For each datase
we devise 4 test configurations with different amount ofriireg data:5%, 20%, 50% and90%
for training respectively, and use the corresponding releig for testing. The training data is
randomly selected.

In this work, we utilize several widely-used performancenme to evaluate our classification task:
average accuracy, precision, recall, &idscorel(Sokolova and Lapalme, 2009) (Rosa et al.,1201.
Average accuracy evaluates the average effectivenesadbraategory of a classifier. Precision is
the fraction of retrieved messages that are relevant togck, while recall is the percentage of
the relevant messages that are successfully retrieved; anteasure combines both of recall anc
precision. For some cases, we also provideithero— andmicro— values. Thenicro— assigns
equal weight to each message, whilecro— treats each category equally.

Shttp://trec. ni st.gov/ dat a/ t weet s/
€htt p: // www. googl e. conl t r ends/
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Twitter Sina Weibo
Total 16935 Total 15811
Sports 2720 Sports 2602
Entertainment| 2816 Movies 2694
Business 2912 Games 2605
Science&Tech| 2827 | Science&Tech| 2647
Politics 2937 Politics 2654
Education 2723 Music 2609

Table 2: The distribution of different categories over tvatatets.

Twitter Sina Weibo

Category Precision | Recall F1 Category Precision | Recall F1
Sports 0.9322 | 0.9483| 0.9402 Sports 0.9318 | 0.8747| 0.9023
Entertainment| 0.9000 | 0.5625| 0.6923 Movies 0.8848 | 0.8207| 0.8515
Business 0.8043 | 0.5323| 0.6382 Games 0.8090 | 0.9283| 0.8646
Science&Tech| 0.6937 | 0.9801| 0.8124 | Science&Tech| 0.8688 | 0.8323| 0.8502
Politics 0.9096 | 0.9640| 0.9360 Politics 0.8661 | 0.9324| 0.8980
Education 0.5000 | 0.5519| 0.5165 Music 0.8819 | 0.8699| 0.8759
Micro-average| 0.7979 0.7979 | 0.7979 || Micro-average| 0.8798 0.8798 | 0.8798
Macro-averagel 0.7934 | 0.6043| 0.6128 || Macro-averagel] 0.8737 0.8764 | 0.8738

Table 3: Performance of SSBN model on two datasets with S#itigadata and 95% testing data,
respectively.

3.2 On Classification Performance Analysis

We first conducted experiment to evaluate the effectiveatesir proposed SSBN model on two
datasets. Tablg 3 displays the average performance in tdrdifferent metrics. Here the parame-
ters are setas = 0.5, # = 0.9, A = 0.4 for Twitter anda = 0.9, § = 0.9, A = 0.3 for Sina Weibo,
respectively. The parameters selection will be introduagst.

It is observed that our proposed scheme achieves promisiegsjon, recall and'1 scores despite
of limited availability of labeled data. For twitter datéseost of the categories achieve precisior
score higher than.85, and the best precision score is updt@3 (sports). Half of the categories
obtain good results in terms of recall and F1, higher thaa and0.83, respectively. Our approach
yields significant performance over the dataset with pseudaond truths. This demonstrates the
robustness of our method to noisy data. When it comes to Seiadj)all the categories achieve re-
markable performance of greater thaB0 across all evaluating metrics. This observation verifie
that our method is more stable in less training data. Howexermethod fails for certain cate-
gories such as the Business and Education categories itea#taset. This poor performance
mainly comes from the unreliable pseudo ground truths. itRss" and "Education” frequently
broaden to various sub-topics. Therefore, the messagesvezt by these types of queries are no
internal coherent, at least not as strong as others’ caesgaven they are assumed to belong t
the same category. The unreliable pseudo ground truthg bripredictable noise to our model.

3.3 On Classification Performance Comparison

To demonstrate the effectiveness of our proposed appreacipmpare it against the following
the state-of-the-art classifying methods (Fhyu, 2009}gtentis/ 2007):



Classifier | Accuracy | MicroP | MicroR | MicroF1 | MacroP | MacroR | MacroF1
SSBN 0.8875 0.8875 | 0.8875 0.8875 0.8282 0.7627 0.7845
SVM 0.8670 0.8670 | 0.8670 0.8670 0.8768 0.7611 0.7860

NB 0.8722 0.8696 | 0.8722 0.8722 0.8879 0.7329 0.7587
KNN 0.7268 0.7268 | 0.7268 0.7268 0.6721 0.6471 0.6516
Rocchio 0.8180 0.8204 | 0.8180 0.8192 0.7361 0.8384 0.7605
L-LDA 0.8605 0.8605 | 0.8605 0.8605 0.8467 0.7223 0.7532

Table 4: Performance comparison among SSBN and other dapdivaseline methods on twitter

with 90% training data.

Classifier | Accuracy | MicroP | MicroR | MicroF1 | MacroP | MacroR | MacroF1
SSBN 0.9020 0.9020 | 0.9020 0.9020 0.8976 0.9045 0.9004
SVM 0.8991 0.8991 | 0.8991 0.8991 0.9017 0.8971 0.8991

NB 0.9015 0.9015 | 0.9015 0.9015 0.8990 0.9024 0.9003
KNN 0.8565 0.8565 | 0.8565 0.8565 0.8589 0.8486 0.8526
Rocchio 0.8802 0.8803 | 0.8802 0.8802 0.8769 0.8832 0.8781
L-LDA 0.8905 0.8905 | 0.8905 0.8905 0.8876 0.8989 0.8932

Table 5: Performance comparison among SSBN and other sgpdrvaseline methods on Sina
Weibo with 90% training data.

e SVM (Cortes and Vapnik, 1995) is a supervised learning methodut experiment, we use
an open source package LIBSYMith linear kernel function as baseline.

¢ Naive Bayesian(NB) is a simple probabilistic classifier by applying Baysestheorem with
strong independence assumptions. We use a multi-nomie taiyesian classifier in our
experiment(Yang and Pederson, 1997).

e K Nearest Neighbors(KNN) clusters objects based on the closest training exasiplthe
feature space (Creecy ef al., 1092). An unlabeled messagsigning the label which is
most frequent among tHeé training samples nearest to the message.

e Rocchio (Schapire et all, 1998) is a variant of the Vector Space Motleé average of the
relevant documents is viewed as the centroid of the “class”.

e Labeled LDA (L-LDA) incorporates supervision by constraining LDA mdde use only
those topics that correspond to an observed label set (Raetax.| 2009).

e Transductive SVM (Trans-SVM) is a semi-supervised SVM method. We extend tharj
Transductive SVM in svm-light (Joachims, 1999) to multssd classifier by incorporating
one-against-all strategy.

e Semi-Naive Bayesian classifier§Semi-NB) is a famous semi-supervised text classificatio
method|(Nigam et al., 2000). We employ it by using only unlabenicroblogging messages
as a prior.

For each aforementioned approaches, the involved paresvaate carefully tuned, and the param
eters with best performance are used to report the final cosgmaresults. In addition, the same
underlying features are utilized for approaches learnfiaghe fair, our proposed SSBN model was
trained with up to 90% data compared with supervised metheltite only 5% training data when
compared with semi-supervised approaches. Here, thesvafuthe parameters in SSBN model
are set ast = 0.5, 8 = 0.9, A = 0.4 for Twitter dataset and = 0.9, f = 0.9, A = 0.3 for Sina
Weibo dataset.

7http://VWW\I.CSi e.ntu.edu.tw ~cjlin/libsvm
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Classifier | Accuracy | MicroP | MicroR | MicroF1l | MacroP | MacroR | MacroF1
SSBN 0.7979 0.7979 | 0.7979 0.7979 0.7934 0.6043 0.6128
Trans-SVM | 0.6707 0.6707 | 0.6707 0.6707 0.6602 0.5108 0.4491
Semi-NB 0.7156 0.7156 | 0.7156 0.7156 0.7308 0.5653 0.549

Table 6: Performance comparison among SSBN and other sgraingsed baseline methods on
Twitter with 5% training data.

Classifier | Accuracy | MicroP | MicroR | MicroF1l | MacroP | MacroR | MacroF1
SSBN 0.8798 0.8798 | 0.8798 0.8798 0.8737 0.8764 0.8738
Trans-SVM | 0.8084 0.8084 | 0.8084 0.8084 0.8049 0.8085 0.8052
Semi-NB 0.8198 0.8198 | 0.8198 0.8198 0.8225 0.8217 0.8204

Table 7: Performance comparison among SSBN and other sgraingsed baseline methods on
Sina Weibo with 5% training data.

The comparison results with supervised methods on two elstase illustrated in Tablg 4 and
Table[®, respectively. It is observed from the tables thatppaposed model in general performs
better than SVM, NB and L-LDA, and remarkably better than K&zl Rocchio. Even the per-
formance of our method favlacroP, MacroR andMacroF1 on Twitter andMacroP on Sina
Weibo does not achieve the best results, they are still coabpmand convincing. Tablg 6 and
Tabl€e[T respectively display the comparison results withissipervised methods on two datasets
using 5% as training data. It can be observed that our propmsgroach are consistently and sig
nificantly better than the current publicly disclosed treestof-the-art semi-supervised algorithms
across various evaluating metrics. This comprehensiveawgments are due to the facts that the
integrated external knowledge enriches the message espadion and the leveraging intrinsic in-
formation detected from abundant unlabeled data enhahegs¢diction accuracy.

3.4 On the Sensitivity of Training Data Size and Convergenc@nalysis

In this section, we conduct experiments to investigate tifleence of training data size on the
overall performance. We progressively increase the sisawifing corpus at step size of 10%. The
experimental results on Twitter and Sina Weibo are respalgtillustrated in Figurels 3a andi3b. It

is observed that the overall trend is upwards along witheiasing training set. This is coherent
and consistent with our common sense. Also, it is observatdatsmaller training set size still

produces a robust model on less noisy dataset, with gréetei87% on Sina Weibo.

Perplexity, which is widely used in the topic modeling fieldsanalyze the convergence of a
model (Blei et al., 2003) (Zhao etlal., 2010). We do perplegdmparison of SSBN and L-LDA
on the testing data when parameters in SSBN model are set=a9.5,6 = 0.9, A = 0.4 for
Twitter anda = 0.9, 8 = 0.9, A = 0.3 for Sina Weibo dataset. Compared with L-LDA model
SSBN model has a lower perplexity value, which means thattirds are less surprising to SSBN
model, and SSBN model has a powerful predication than L-LDx&let.

3.5 On the Sensitivity of Parameters

Parameters oft, § andA are important in our method. In this subsection, we furtherduct
experiments to study the effect of these parameters. A gecth is performed to select the optimal
parameter values.
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Figure 3: Performance sensitivity of training set size oritfBvand Sina Weibo.
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Figure 4: The Performance with varyingand training data size when other parameters are fixe

3.5.1 Effect of Parametera

The trade-off parameteris used to balance the effects of two kinds of prior knowlegtgzategory
level: microblogging data collection and external resesarcA largera indicates that more infor-
mation is preserved from our data collection into the catgdestribution. A smalleix means that
the cues mined from external resources play a dominantmaler model. Figurgl4 illustrates the
average performance with varioasand training collection size on two different datasetss k-
served that the performance increases with the graduadserofx, and arrives at a peak at certain
a, then the performance decreases. This result reflects nhaptamal performance comes from
an appropriate combination of external and internal resrrather than pure individual knowl-
edge. Also it verifies that the incorporation of Google reses has been proven useful. Empirica
optimal value ofa is within [0.5,1].

3.5.2 Effect of Parameterf

There are two category-word distributiorts,and ¢’, which are respectively generated from ou
data collection and google search results; and paranfeigmtilized to adjust the contribution
between these two different resources in category-worl.ldvargerfs implies larger likelihood

a word is generated fro’. The effects of parametg on Twitter and Sina Weibo are shown in
Figure[®. It is clearly observed that larger valuegiofrequently lead to higher accuracies with
different training set sizes, and the accuracy reaches yaak whens locates abn.9. However,
when 8 trends tol, the performance slightly decreases. Empirical optimalevaf 5 is within
[0.5,1].
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3.5.3 Effect of Parameterd

A indicates the contribution from unlabeled data pointswieen 0 and 1. Whe# is close to
1, knowledge from unlabeled data is considered as impoasudbeled data. On the other hanc
when A at near-zero value, our model approaches a supervisedrgalgorithm. The results
are illustrated in Figurgl6, from which we observe some imsig(1) varyingA has little impact
on average accuracy for a large training set, such as 50mieasdraining set, especially for 90
percent as training set; (2) the best accuracy occuts=a0.4 andA = 0.3 respectively for Twitter
and Sina Weibo, and then drops down quickly, which illugtsatnlabeled data could give some
feedback to improve classification performance. Empigdimal value ofA is within [0.3,0.5].

4 Related Work

The task of topic classification of microblogging messagése assign the pre-defined class label
to unlabeled messages given a collection of messages. ldesdemonstrated to be a funda
mental task for many applications, such as query disamb@uéTeevan et all, 2011), location
prediction (Gao et al., 2012) and hot topic tracking (Wend ee | 2011)etc To the best of our
knowledge, our work is the first attempt to utilize semi-sused learning methods to classify
microblogging messages. There are, however, severaldinmetated work.

The significance of topic models has been exploited in miogblustering and classification. A
representative work was proposed in 2010 (Hong and Daviaoi()), where latent dirichlet al-
location (LDA) (Blei et al.,[2003) and author-topic modelogen-Zvi et al., 201.0) were deeply
investigated to automatically find hidden topic structusesTwitter. Following that, Zhao et al.
(2011) performed content analysis through Twitter-LDA relily on a Twitter corpus collected
within a three month span. Several variants of LDA to incogp®supervision have been propose



bylRamage et al. (2009, 2010), and have been shown to be dtimgeith strong baselines in the
microblogging environment. Although these LDA-based ¢apiodel greatly save cognitive and
physical effort required from user interaction, their penfiances are usually not very satisfactory
The main reason is due to the sparsity of short informal ngessthat makes similarity compari-
son difficult. Different from previous models, we employethe-step pre-processing: detecting
informal words using dictionary and correcting the words iformal ones. This helps to alleviate
the negative effects brought by short message sparsitynte satent.

Lee et al.|(2011) classified tweets into pre-defined categaich as sports, technology, politics
etc Instead of topic models, they constructed word vectors tfiidf weights and utilized a Naive
Bayesian Multinomial classifier to classify tweets. Furtifgupport Vector Machines achieved
good performance to classify Twitter messages, as repbyt@dibiaga et all (2011). Sriram et al.
(2010) proposed to use a small set of domain-specific fematxiacted from the author’s profile
and text to represent short messages. Their method, howegeaires extensive pre-processing tc
conduct effectively feature analysis, which was impradtio as a general solution for classifica:
tion of microblogging messages. The performance improvewfehe supervised methods mainly
depend on a large scale of labeled training data, which @riabs and time consuming. Further,
the sparsity problem hinders significant performance im@moent. To break the current impasse
between annotation cost and effectiveness, we proposedite semi-supervised learning meth-
ods. We trained a semi-supervised classifier by using tige lmmount of unlabeled data, togethe
with labeled data. In addition, our work is novel in that wened the information cues from Google
Search Engine and seamlessly fused them with informal tlicgging messages.

5 Conclusion and Future Work

In this paper, we proposed a novel scheme to classify mioggthg messages, which addresse
three concerns in microblog classifications. First, theiporation of external resources to supple
ment the short microblogs well compensates the data spEas@sue. Second, the semi-supervise
classifier seamlessly fuse labeled data structure andnextersources into the training process
which reduced the requirement for manually labeling to éatedegree. Third, we model the cate-:
gory probability of a given message based on the categorg-distribution, and this successfully
avoided the difficulty brought about by the spelling errdvattare common in microblogging mes-
sages. We proposed a semi-supervised learning approaletssifg microblogging messages, and
the experimental results demonstrated its effectivenessmpared to existing the state-of-the-ar
methods, as well as practically extension to large-scakesea

This work suggests some interesting directions for furthgroration. It is interesting to explore

whether: (1) the incorporation of social network structaam improve the performance of mi-
croblogging classification (Hu and Liu, 2012a); (2) the ukexternal resources such as Wikipedie
and WordNet might be valuable for understanding microbleggessages; and (3) the provision
of category summarization can help to organize microbloggiessages.
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